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1. Introduction

This document describes methods used and procedures executed to perform an application software
upgrade on in-service SDS servers and SDS DP blades in an SDS network. The supported paths are:

e Major upgrade from SDS 7.x to SDS 8.2

e Minor upgrade from SDS release 8.2.x to a later 8.2.y release

The audience for this document includes Oracle customers and the Global Software Delivery SDS group.
This document provides instructions to execute any SDS 8.2 software upgrade.

The SDS software includes all Tekelec Platform Distribution (TPD) software. Any TPD upgrade
necessary is included automatically as part of the SDS software upgrade. The execution of this
procedure assumes the SDS software load (ISO file, CD-ROM, or other form of media) has already been
delivered to the customer’s premises. This includes delivery of the software load to the local workstation
being used to perform this upgrade.

Note: The distribution of the SDS software load is outside the scope of this procedure.

1.1 References

[1] SDS 8.2 Initial Installation and Configuration Guide

[2] Database Management: Backup and System Restoration

[3] SDS 8.2 Disaster Recovery Guide

[4] HP Solutions Firmware Upgrade Pack Release Notes, v2.1.5 (or latest 2.1 version)
[5] Platform 7.2 Configuration Guide

1.2 Acronyms

An alphabetized list of acronyms used in the document.

Table 1. Acronyms

Acronym Meaning

CLI Command Line Interface
Csv Comma-separated Values
DP Database Processor

DR Disaster Recovery

GA General Availability

GUI Graphical User Interface
HA High Availability

IMI Internal Management Interface
IPM Initial Product Manufacture
ISO ISO 9660 file system

LA Limited Availability

MOP Method of Procedure
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Acronym Meaning

MP Message Processing or Message Processor

NE Network Element

NO (or NOAM) Network OAM&P

OAM&P Operations, Administration, Maintenance and Provisioning
SDS Subscriber Database Server

SO (or SOAM)

System OAM

TPD

Tekelec Platform Distribution

Ul User Interface

VIP Virtual IP

VPN Virtual Private Network

XMI External Management Interface
XSl External Signaling Interface

1.3 Terminology

This section describes terminology as it is used within this document.

Table 2. Terminology

Term

Meaning

Upgrade

The process of converting an application from its current release on a system to a
newer release.

Major upgrade

An upgrade from a current major release to a newer major release. An example of a
major upgrade is SDS 7.1 to SDS 8.2.

Incremental
upgrade

An upgrade from a current build to a newer build within the same major release. An
example of an incremental upgrade is SDS 8.2.0.0.0_82.3.0 t0 8.2.0.0.0_82.4.0.

Software only
upgrade

An upgrade that does not require a database schema change; only the software is
changed.

Single server

The process of converting an SDS server from its current release on a single server to

upgrade a newer release.

Backout The process of reverting a single SDS server to a prior version. This could be
performed due to failure in single server upgrade.

Rollback Automatic recovery procedure that puts a server into its pre-upgrade status. This

procedure occurs automatically during upgrade if there is a failure.

Source release

Software release to upgrade from.

Target release

Software release to upgrade to.

Page | 9
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Term Meaning

Upgrade ready | State that allows for graceful upgrade of a server without degradation of service. Itis a

state that a server is required to be in before it can be upgraded. The state is defined
by the following attributes:

e Server is forced standby

e Server is application disabled (signaling servers do not process any traffic)

1.4 How to Use this Document

When executing the procedures in this document, there are a few key points to help ensure the user
understands procedure convention. These points are:

1.

Before beginning a procedure, completely read the instructional text (it displays immediately after the
Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural STEP fails to execute successfully or fails to receive the desired output, STOP the
procedure. It is recommended to contact My Oracle Support (MOS) for assistance, as described in
Appendix T before attempting to continue.

Figure 1 shows an example of a procedural step used in this document.

Each step has a checkbox the user should mark to keep track of the progress of the procedure.

Any sub-steps within a step are referred to as step X.Y. The example in Figure 1 shows steps 1 and
step 2 and substep 2.1.

The title box describes the operations to be performed during that step.
GUI menu items, action links, and buttons to be clicked on are in bold Arial font.
GUI fields and values to take note of during a step are in bold Arial font.

Each command the user enters, as well as any response output, is formatted in 10-point Courier
font.

Title/Instructions Directive/Result Steps

Change directory Change to the backout directory.
$ cd /var/TKLC/backout

s | de

Verify network View the network elements configuration data; verify the data; save and print
element data report.

1. Navigate to Configuration > Network Elements.

Figure 1. Example Procedure Steps Used in This Document

1.5 Activity Logging

All activity while connected to the system should be logged using a convention that notates the Customer
Name, Site/Node location, Server Hostname, and Date. All logs should be provided to Oracle for
archiving post upgrade.
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1.6 Use of Health Checks

The user may execute the Perform Health Check or View Logs steps freely or repeat as many times as
desired in between procedures during the upgrade process. It is not recommended to do this in between
steps within a procedure, unless there is a failure to troubleshoot.

1.7 Large Installation Support

For large systems containing multiple signaling network elements, it may not be feasible to apply the
software upgrade to every network element within a single maintenance window; however, whenever
possible, primary SDS site and DR SDS site network elements should be upgraded within the same
maintenance window.

1.8 Warnings, Cautions, and Notes

This section presents notices of warnings and cautions that directly relate to the success of the upgrade.
It is imperative that each of these notices be read and understood before continuing with the upgrade. If
there are any conflicts, issues, or questions related to these notices, it is recommended to contact My
Oracle Support (MOS) as directed in Appendix T before starting the upgrade

1.8.1 Netbackup 7.7 Support

Netbackup 7.7 requires additional disk space that is not available before SDS release 8.0. Thus, SDS
must be upgraded to release 8.0 or higher before upgrading to Netbackup 7.7. But, while upgrading from
SDS 8.0 to 8.1, Netbackup 7.7 is already be supported.

@ WA RN I NG Upgrade DSR to release 8.2 before upgrading to NetBackup 7.7.

1.8.2 Upgrade Scenario

enabled, then upgrade the DSR nodes first before upgrading the SDS
nodes.

SDS Upgrade
@ Cau t| O n If the customer deployment has both the FABR and PCA features

2. General Description

This document defines the step-by-step actions performed to execute a software upgrade of an in-service
SDS from the source release to the target release.

Note: Initial Installation is not within the scope of this upgrade document. See [1] SDS 8.2 Initial
Installation and Configuration Guide for more information.
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2.1 SDS 8.2 Supported Upgrade Paths

The supported SDS 8.2 upgrade paths are shown in the Figure 2.

SDSS.Z.D Incremental Upgrade /SDS

82.x.y 8.2.y.0.0-82.y.z

Major Upgrade

7.1.x.0.0-71.x.y 8.2.y.0.0-82.y.z

Major Upgrade

7.2.x.0.0-72.x.y 8.2.y.0.0-82.y.z

Major Upgrade

7.3.x.0.0-73.x.y 8.2.y.0.0-82.y.z

Major Upgrade

7.4.X.0.0-74.x.y 8.2.y.0.0-82.y.z
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SD
8.0.x.0.0-80.x.y

SDS
> 8.2x.0.0-82y.z

-/

Major Upgrade

SD
8.1.x.0.0-81.x.y

SDS
> 8.2x.0.0-82y.z

Major Upgrade

V(N

\

Figure 2. SDS 8.0 Supported Upgrade Paths

3. Upgrade Overview

This section lists the required materials and information needed to execute an upgrade. It also provides a
brief timing overview of the activities needed to upgrade the source release software that is installed and
running on an SDS server to the target release software. The approximate time required is outlined in
sections 3.3 through 3.7. These tables are used to plan and estimate the time necessary to complete the

upgrade.

Timing values are estimates only. They estimate the completion time of a step or group of steps for an
experienced user. These tables are not to be used to execute procedures. Detailed steps for each
procedure are provided in section 5.

3.1 Upgrade Requirements

The following levels of access, materials and information are needed to execute an upgrade:

Target-release 1SO image file

Example: SDS-8.2.0.0.0_82.4.0-x86_64.iso

VPN access to the customer’s network.

GUI access to the SDS network OAM&P VIP with administrator’s privileges.
SSH/SFTP access to the SDS network OAM&P XMI VIP as the admusr user.

Note: Alllogins into the SDS active and DR site servers are made using the external management
(XMI) VIP unless otherwise stated.

User logins, passwords, IP addresses and other administration information. See section 3.1.2.

Direct access to server IMI IP addresses from the user’s local workstation is preferable in the case of
a backout.

Note: If direct access to the IMI IP addresses is not available, then access to target server can be
made using a tandem connection through the active primary SDS (that is, an SSH connection
is made to the active primary SDS XMl first, then from the active primary SDS, an 2" SSH
connection can be made to the target server’s IMI IP address).
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3.1.1 ISO Image File

Obtain a copy of the target release 1SO image file. This file is necessary to perform the upgrade. The
SDS ISO image filename is in the following format:

Example: SDS-8.2.0.0.0_82.4.0-x86_64.iso
Note: Actual number values vary between releases.

Before executing this upgrade procedure, it is assumed the SDS ISO image file has already been
delivered to the customer’s system. The delivery of the ISO image requires the file be placed on the disk
of a workstation with GUI access to the SDS XMI VIP. If the user performing the upgrade is at a remote
location, it is assumed the ISO file is has already been transferred to the active primary SDS server
before starting the upgrade procedure.

3.1.2 Logins, Passwords, and Site Information

Obtain all the information requested in the following table. This ensures the necessary administration
information is available before an upgrade. Consider the confidential nature of the information recorded
in this table. While all of the information in the table is required to complete the upgrade, there may be
security policies in place that require secure disposal once the upgrade has been completed.

Table 3. Logins, Passwords, and Site Information

NE Type NE Name

Primary SDS site

DR SDS site

SOAM 1 site

SOAM 2 site

SOAM 3 site

SOAM 4 site

Software Value

Source release level

Target release level

Target release 1SO filename

Access Information Value

Primary site XMI VIP (GUI)

DR site XMI VIP

SDS GUI admin username and password

SDS root user password

SDS admusr user password

SDS platcfg user password

Blade’s iLO admin username and password

PMAC GUI admin username and password*
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Access Information Value

PMAC user root password*

PMAC user admusr password*

PMAC user PMACftpusr password*

Onboard administrator GUI admin username and password

* Not applicable for cloud deployments

3.2 Upgrade Maintenance Windows

It is recommended that SOAM NE sites containing mated
WA R N I N G Database Processors (DPs) be upgraded in separate maintenance

windows, if possible.

Table 4. Upgrade Maintenance Windows

Maintenance Window 1 1. Record the names of the primary SDS NE site, DR SDS NE site, and
server's hostnames to be upgraded during Maintenance Window 1 in
Date: the space provided.

2. Mark the associated checkbox as each server upgrade is completed.

Primary SDS NE site name:

[] Primary SDS active server:

[] Primary SDS standby server:

[] Primary SDS query server:
DR SDS NE site name:

[ ] DR SDS active server:
[] DR SDS standby server:
[] DR SDS query server:

Maintenance Window 2 1. Record the name of SOAM NE site and its server’s hostnames to be
upgraded during the Maintenance Window 2 in the spaces provided.
Date:

2. Mark the associated checkbox as each server upgrade is completed.
SOAM NE site nhame:
[] Active SOAM Server:

[] Standby SOAM Server:

[ ] DP 1 Server: [ ] DP 6 Server:
[ ] DP 2 Server: [ ] DP 7 Server:
[ ] DP 3 Server: [ ] DP 8 Server:
[ ] DP 4 Server: [ ] DP9 Server:
[ ] DP 5 Server: [ ] DP 10 Server:
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Maintenance Window 2

Date:

Record the name of SOAM NE site and its server’s hostnames to be
upgraded during the Maintenance Window 2 in the spaces provided.

Mark the associated checkbox as each server upgrade is completed.
SOAM NE site nhame:

[ ] Active SOAM Server:

[] Standby SOAM Server:

[ ] DP 1 Server: [ ] DP 6 Server:
[ ] DP 2 Server: [ ] DP 7 Server:
[ ] DP 3 Server: (] DP 8 Server:
[ ] DP 4 Server: [ ] DP9 Server:
[ ] DP 5 Server: [] DP 10 Server:

Maintenance Window 2

Date:

Record the name of SOAM NE site and its server’s hostnames to be
upgraded during the Maintenance Window 2 in the spaces provided.

Mark the associated checkbox as each server upgrade is completed.
SOAM NE site nhame:

[] Active SOAM Server:

[] Standby SOAM Server:

[ ] DP 1 Server: [ ] DP 6 Server:
[ ] DP 2 Server: [ ] DP 7 Server:
[ ] DP 3 Server: [ ] DP 8 Server:
[ ] DP 4 Server: [ ] DP 9 Server:
[ ] DP 5 Server: [ ] DP 10 Server:

Maintenance Window 2

Date:

Record the name of SOAM NE site and its server’s hostnames to be
upgraded during the Maintenance Window 2 in the spaces provided.

Mark the associated checkbox as each server upgrade is completed.
SOAM NE site name:

[ ] Active SOAM Server:

[] Standby SOAM Server:

[ ] DP 1 Server: [ ] DP 6 Server:
[ ] DP 2 Server: [ ] DP 7 Server:
[ ] DP 3 Server: [ ] DP 8 Server:
[ ] DP 4 Server: [ ] DP9 Server:
[ ] DP 5 Server: [] DP 10 Server:

Note: Make copies of this sheet as needed for more additional SOAM NE sites.
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3.3 Upgrade Preparation Overview

The pre-upgrade procedures shown in the following table should be executed before the upgrade
maintenance window and may be executed outside a maintenance window if desired.

SDS nodes.

In 8.2, Ext ID/IMTC-HSS features are introduced in SDS.
WA R N I N G Provisioning these features is not allowed until all the servers are

upgraded and the upgrade is accepted.

If the customer deployment has both the FABR and PCA features
CA UTION enabled, then upgrade the DSR nodes first before upgrading the

Table 5. Upgrade Preparation Procedures

Procedure Elapsed Time (Hrs:Min)

Number Procedure Title This Step | Cumulative

Procedure 1 | Required Materials Check 00:15 00:15

Procedure 2 | ISO Administration * *

Procedure 4 gull Database Backup (PROV and COMCOL Env for All 01:00 01:15
ervers

*Note: ISO transfers to the target systems cannot be estimated since times vary significantly depending
on the number of systems and the speed of the network. The ISO transfers to the target systems
should be performed before the scheduled maintenance window. The user should schedule the
required maintenance windows accordingly.
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3.4 Primary SDS Site/DR SDS Site Upgrade Execution Overview

The procedures shown in the following table are executed inside a maintenance window.

The order of the upgrade for the primary NOAM NE and DR
NOAM NE needs to be followed as shown in Table 6.

Note: During the upgrade of servers, there are steps to check
the replication status before going to the next server
backout. Follow those steps to execute; otherwise, data

@ WA R N I N G loss is possible.

Note: During upgrade some alarms/events may be raised that
can be ignored. Alarms are mentioned in step 4 of

Appendix B.

Table 6. Primary SDS/DR SDS Upgrade Procedures Strategy

Elapsed Time (Hrs:Min)
Procedure Number | Procedure Title This Step | Cumulative
Procedure 5 Upgrade the Primary SDS NOAM 01:00 02:15
Procedure 6 Upgrade DR SDS NOAM 01:00 03:15

3.5 SOAM Upgrade Execution Overview

The procedures shown in the following table should be executed inside a separate maintenance window.

Table 7. SOAM Upgrade Procedures

Procedure Number

Procedure Title

Elapsed Time (Hrs:Min)

This Step

Cumulative

Procedure 9

Upgrade SOAM

01:30

01:30

3.6 Post Upgrade Execution Overview

These procedures are performed only after all sites on network have been upgraded.

Table 8. Post Upgrade Procedures

Elapsed Time (Hrs:Min)

Procedure Number | Procedure Title This Step | Cumulative
Procedure 10 Accept the Upgrade * *
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3.7 Recovery Procedures Overview

These procedures are customized to the specific situation encountered and therefore do not have well-

established timeframes.

The order of the backout for the primary NOAM NE and DR NOAM
NE needs to be followed as shown in Table 9.

During backout of servers, there are steps to check the
replication status before going to the next server backout.
Follow those steps to execute; otherwise, data loss is

Note:

@ WARNING

Note:

possible.

During the backout some alarms/events may be raised
that can be ignored. Alarms are mentioned in step 4 of
Appendix B.

Table 9. Backout Procedures

Elapsed Time (Hrs:Min)
Procedure Number | Procedure Title This Step | Cumulative
Procedure 11 Back Out the SOAM * *
Procedure 12 Back Out the DR SDS NOAM * *
Procedure 13 Back Out the Primary SDS NOAM * *

4. SDS Upgrade Matrix

Upgrading SDS in the customer network is a task that requires multiple procedures of varying types.

The matrix shown below provides a guide to the user as to which procedures are to be performed on
which site types.

As always, it is recommended to contact MOS for assistance if having trouble with the interpretation or
execution of any of the procedures listed.

Primary SDS NOAM and DR SDS NOAM sites must be upgraded in the
same maintenance window.

Replication between Primary and DR SDS NOAM sites will be down till DR
SDS NOAM is upgraded completely.

@ STOP

Table 10. SDS Upgrade Matrix

Procedures
Network Element Type 1 2 3 4* 5t 7 8
Primary NOAM NE
DR NOAM NE Yes Yes Yes Yes Yes No Yes
(SDS/Query Server)
(SSOO'?AI\:/I;\IDEP) Yes No No No No Yes Yes
* Appendix A Health Check Procedures is executed before starting this procedure.
T Appendix A Health Check Procedures is executed after completing this procedure.
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Table 11. SDS Upgrade — List of Procedures

Procedure Number | Title Page
Procedure 1 Required Materials Check 20
Procedure 2 ISO Administration 21
Procedure 3 Back Up TKLCConfigData File 26
Procedure 4 Full Database Backup (PROV and COMCOL Env for All Servers 27
Procedure 5 Upgrade Primary SDS NOAM 42
Procedure 6 Upgrade DR SDS NOAM 54
Procedure 7 Upgrade SOAM with ASU 58
Procedure 9 Upgrade SOAM manually 67
Procedure 32 Workaround for SNMP Configuration 177
Procedure 10 Accept the Upgrade 69

5. Upgrade Preparation

This section provides detailed procedures to prepare a system for upgrade execution. These procedures
may be executed outside of a maintenance window.

5.1 Requirements Check

This procedure verifies all required materials needed to perform an upgrade have been collected and
recorded.

Procedure 1. Required Materials Check

1. | Verify all upgrade requirements Requirements are listed in section 3.1 Upgrade Requirements.

[ ]| have been met. Verify all upgrade requirements have been met.

2. | Verify all administration data Verify all information in section 3.1.2 Logins, Passwords, and Site
[ ]| needed during upgrade. Information has been entered and is accurate.

5.2 Review Release Notes

Before starting the upgrade, review the Release Notes for the SDS 8.x release to understand the
functional differences (if any) and possible impacts to the upgrade. When upgrading SDS to the target
release, the following alarms may be reported on the GUI during the period when the primary SDS site
NE is at the new software level and the DR SDS site NE is at the old software level:

e 31124: A DB replication audit command detected errors
e 31105: The DB merge process (inetmerge) is impaired by a s/w fault

e 31232: High availability server has not received a message on specified path within the configured
interval

e 31283: Lost Communication with server (cmha)
e 31109: Topology Config Error (cmha)

These alarms, if present, exist for the active and standby DR SDS site servers. They should clear
automatically within 5 minutes, and cease to be raised once the DR provisioning site NE is upgraded to
the same software level as the primary SDS site. To avoid seeing these alarms altogether, the upgrade
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of the primary SDS Site and DR SDS site NEs should be performed within the same maintenance
window.

5.3 Perform Firmware Verification (Upgrade Preparation)

This section is not applicable to a software-centric upgrade.

This procedure is part of software upgrade preparation and is necessary to determine if a firmware
update is required. If [4] has been provided with the upgrade material, follow the provided instructions to
verify the firmware on SDS rack mount servers and DP blades. Execute firmware upgrade procedures if
required by [4]:

I:I Execute the Upgrade DL360 or DL380 Server Firmware section for SDS rack mount servers.

I:I Execute the Upgrade Blade Server Firmware section for SDS DP blades.

5.4 Perform Health Check (Upgrade Preparation)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the SDS network and servers. This procedure may be executed multiple times, but must also be
executed at least once 24-36 hours before starting a maintenance window.

I:I Execute SDS health check procedures as specified in Appendix A.

5.5 ISO Administration

ISO transfers to the target servers may require a significant amount of time depending on the number of
systems and the speed of the network. Therefore, it is highly reccommended that the ISO transfers to the
target servers be completed before the first scheduled maintenance window.

Note: Appendix H Add the SDS ISO to the PMAC Software Repository may be executed at anytime
after Procedure 2 1ISO Administration has been completed.

Procedure 2. 1SO Administration

1. | SDS NOAM Use the VIP address to access the primary SDS NOAM GUI as described in
[1]| GUI: Login Appendix A.
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Procedure 2. 1SO Administration

2. | Primary SDS 1. Navigate to Status & Manage > Files.

N (NGOUAI\)MC\:/c:::nect 2. Select the hostname of the active primary SDS server from the list of tabs.
to the SDS 3. Click Upload.
server

Connected usiag VIP to sds1-noA-5011835 (ACTIVE NETWORK QAME&P)

B 5 Main Menu -

@8 Administration Main Menu: Status & Manage ->
i@ Configuration _
i@ Alarms & Events Tasks ~
B Security Log

H & Status & Manage

sds1-noA-50118356 sds1-noB-5011836
File Name
Backup.SDS.sds1-noB-5011836.FullDBFarts. NETW

Backup.SDS.sds1-noB-5011836.FullRunEnv.NETW
[Bj Database
. KPIs is0s/S0DS-7.1.0.0.0_71.2.0-x86_64.is0

i~ [ Processes

i Tasks rsync.log

ugwrap.log

i Measurements

i Communication Agent
3y i SDS Delete || View
960 MB used (0.27%) of 345 4 GB available | System

Note: The active primary SDS server displays in the GUI banner as connected
to the VIP with a state of ACTIVE NETWORK OAM&P.
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Procedure 2. 1SO Administration

3. | Primary SDS 1. Click Choose File.
[ ]| NOAM VIP:
Upload the ISO
file Fila:
Choose File | Np file chosen
Upload 1
Cancel
2. Locate the ISO file for the target release and click Open.
g Choose File to Upload =~ @1
@er. « TPD b prod » DS b T b iso ~ [ 44 || search o - o
' Organize + Mew folder 4= - EI 'Ze:' I
i-i 05Disk (C:) i Name ° Date modified
5% bbelyi (\ncna00b £1 SDS-7.1.0.0.0_71.2.0-486_64 1/27/2015 6:44 PN
B m diive (ncnall £ SDS-7.1_71.1.0-436_64 12/8/2014 4:52 PV
L s_public (\\ncnall
5 eng_o_drive (\\ssz
5 s_common (\\cor Mo p:'e::ew
# hardware (\\ncnal avatabie
L@ s_software (\\ncni L
o common_publlc(k
L% public (\\corp-file
¥ eng_releases (\iss:
L% Disconnected Net — 4 1 b
Filename: SDS-7.100.0_712.0-x86_64 > [AlFiles ) -
[ open ] [ cance |
3. Click Upload.
File:
YATPDVprod\SDSVT 1iso |}
4. Monitor the upload until the file transfer completes.
Uploading...
1%
44 minutes, 5 seconds remaining 2935 KBls
Cancel
Note: If transfering the 1SO file to the server manually (using secure copy (scp)),
the iso must be placed in the /var/TKLC/db/filemgmt/ directory with 664
permissions and awadmin:awadm ownership.
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Procedure 2. 1SO Administration

4. | Primary SDS Click the Timestamp heading twice to sort the column by most recent files.
[ ]| NOAM VIP
(4 | sds1-noA-5011835 sds1-noB-5011836 5ds |age==frtta Liberty-20S5-30-4
File Name Size T -
- 863
(@.0.0]12_0—}{35_54.50 EMB 150 2015-02-0321:09:37 UTC
rsync.log ﬁ; log  2015-02-03 00:00:03 UTC
87.7 .
upgrade.log KB log  2015-01-30 171018 UTC
ugwrap.log chs log  2015-01-29 19:46:05 UTC
The ISO file displays at the top of the list.
5. | Primary SDS 1. Select the ISO file.
[1 | NOAM VIP: . .
Deploy the ISO 2. Click Validate 1SO.
file to all SDS 3. Wait for validatin to pass.
server in the .
network 4. Click Deploy ISO.

Main Menu: Status & Manage -> Files

rass ~
$051-N0A-5011835 $0$1-n0B-5011836 $051-q3-5011837
File Name Size Type Timestamp

Datste View 130 Depiloyment Rsport Upload Downioad

5. Click OK.

The page at https://10.240.241.66 says:

Are you sure you want to deploy SD5-7.1.0.0.0_71.7.0-

%B6_64.iso?

———

Liberty-SDS-SO-A  Liberty-

rs = 1KB log 2015-02-03 00:00:03 UTC
S0S-7.1000_7120x85_641s0 8636 150 2015-02-0321:2828 UTC
Ui - log 2015-01-29 19.46:05UTC

upgrade log 87.7KB log 2015-01-30 17:10:18 UTC

Depioy1s0 () vasastsiso

863.6 MB used (0.24%) of 348 4 GB avalladle | System utilization; 17.9 GB (5.13%7

Page | 24

E88971-01




SDS Software Upgrade Guide

Procedure 2.

ISO Administration

Primary SDS
NOAM VIP:
Monitor the
ISO
deployment
status

1. Select the ISO file.
2. Click View ISO Deployment Report.

Main Menu: Status & Manage -> Files

Filter - Tasks =

1) sdsi-noA-5011835 sds1-noB-5011836 sds1-gs-5011837 Liberty-3D3-30-A
File Name Size Type Timestamp

IS0 2015-02-03 21:47:30 UTC

rsync.log 2.1 KB log 2015-02-03 00:00:03 UTC
ugwrap.log 1.3 KB log 2015-01-29 19:46:05 UTC

upgrade.log log 2015-01-30 171018 UTC

Delete@lsc} Deployment Report Upload || Downlead Undeploy 1SO

8635 MB used (0.2d%) T o0 available | System utilization: 17.9 GB (5.13%)of 3484 GB a

N

Primary SDS
NOAM VIP:
View the report

The ISO Deployment Report shows the status of deployment to all servers in the
topology.

Refresh the report by clicking Back and repeating step 6 of this procedure until
the ISO has been Deployed to all servers.

Main Menu: Status & Manage -> Files [View]

Main Menu: S5tatus & Manage -> Files [View]
Thu Jul 0% 12:32:48 2015 UIC

Deployment report for 5D5-7.1.0.0.0 71.7.0-x86 64.iso:
Deployed on 18/18 servers.

sds-rlghnc-a: Deployed
sds-rlghnc-b: Deployed
gs-rlghnc: Deployed
sds-mrsvnc-a: Deploved
sds-mrsvne-b: Deploved
gs-mrsvnc: Deployed
turks-sds-50-a: Deplayed
turks-sds-50-b: Deplaoyed
turks-DE-01: Deploved
turks-DP-02: Deploved
kaunai-sds-50-a: Deployed
kauai-sds-50-b: Deplayed
kauai-DF-01: Deploved
kauai-DE-02: Deploved
florence-sds-50-a: Deplaoyed
florence-sds-50-kb: Deployed
florence-DP-01: Deplayed
florence-DF-02: Deploved

Print||Save| Back

Note: This completes the ISO administration procedure for source release 7.x
and later, skip the remaining steps.

[]®

Perform Appendix L ISO Link Correction if upgrading from release 7.1, 7.2, 7.3, or
7.41to SDS 8.2.

Page | 25

E88971-01




SDS Software Upgrade Guide

5.6 Back Up TKLCConfigData File

This section backs up the TKLCConfigData file on all the servers. This helps to restore networking and
server-related information in some cases. For example, for disaster recovery if a server is lost during an
upgrade.

Procedure 3. TKLCConfigData Backup

1. | SDS NOAM Use the VIP address to access the primary SDS NOAM GUI as described in
[]] GUI: Login Appendix A.
2. | Primary SDS 1. Navigate to Configuration > Servers.
[]| NOAM VIP . .
GUI: Export 2. Select each server in the topology and click Export.
servers B Main Menu N . .
& O3 Administration Main Menu: Configuration -> Servers
[=] ‘=3 Configuration ——
[+ 1 Networking
% :Z:Z;&‘Gmups Role System ID ServerGroup  Nerwork
D Resource Domains C 77Ty 3"""-------""1:""""_"""""----"F"""""""-"?"_ ---------------
D Places Metwork OAMEP NOSG Eprlmary_sds
[ Place Associations I | I |
[ 3 DScP sDsas Query Server NOSG primary_sds
[+ ] Alarms & Events
[+ (] Security Log SDSNO2 Network OAMEP NOSG primary_sds
[+ [C] Status & Manage
1 ™ Measurements SDSQs2 System OAM 508G sighle
Insert Edit DeIReporl
Note: The active primary SDS server displays in the GUI banner as it is
connected to the VIP with a state Active Network OAM&P.
3. | Primary SDS 1. Access the primary SDS NOAM server command line using ssh or a console.
N ga(')c'?(l\ﬂpserver: ssh admusr@<NOAM VIP>
TKLCConfig 2. Transfer the TKLCConfigData files for all servers in the
data and /var/TKLC/db/filemgmt directory to a remote location.
a]?CheSS the CLI $ cd /var/TKLC/db/filemgmt
thSeNpcr)lL\nl\iry $ scp TKLCConfigData.<Sever Hostname>.sh
<username>@<remote-server>:<directory>
Example:
scp TKLCConfigData.SDSDRNO1.sh <username>@<remote-
server>:<directory>
Remember to back up the TKLCConfig data file for all servers.

5.7 Perform Health Check (Post ISO Administration)
This procedure is part of Software Upgrade Preparation and is used to determine the health and status of

the entire SDS network and servers. This may be executed multiple times but must also be executed at
least once within the period of 24-36 hours before the start of a maintenance window.

I:I Execute SDS Health Check procedures as specified in Appendix A.

5.8 Full Database Backup (PROV & COMCOL ENV for All Servers)

This procedure is part of software upgrade preparation and is used to conduct a full backup of the
COMCOL run environment on every server, to be used in the event of a backout/rollback of the new
software release.
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Note:

Procedure 4.

Do not perform this procedure until the ISO deployment is completed to all servers in the

topology. Partial backout (that is, back out of one site) may falil in the event of incomplete ISO
deployment/undeployment.

Full Database Backup (PROV and COMCOL Env for All Servers

1. | SDS NOAM Use the VIP address to access the primary SDS NOAM GUI as described in
[]]| GUI: Login Appendix A.
2. | Primary SDS 1. Navigate to Status & Manage > Database.
[]| NOAM VIP
(GUI): Verify the Connected using VIP to sds-rlghnc-a (ACTIVE NETWORK OAM&P)
name of the B 2 Main Menu _
primary active @8 Administration Main Menu: Status & Manage -> Database
network @ Configuration -
; [ Fiter =][ im0 +]
OAM&P SDS rms & Events
server ity Log
s & Manage Network Element Server Role
sork Elements
MO_RLGHNC sds-righnc-a Network O
MO_RLGHNC sds-righnc-b Metwork Of
MO_RLGHMNC qs-righnc Query Sen|
MNO_MRSVNC gs-Mmrsvnc Query Sen|
B Measurements

2. Verify the hostname of the active primary OAM&P SDS server from the
GUI banner.

Communications Diameter Signal Rc
71.000-716.0

ORACLE

Connected using VIP to sds-rlghnc-a (ACTIVE NETWORK ODAM&P) D,

g & Main Menu

Note: If source release is 8.x, the banner is at the bottom of the screen.

Successfully connected dsing INTERNALXMI to E1B4NO70 (ACTIVE NETWORK OAMS&
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Procedure 4. Full Database Backup (PROV and COMCOL Env for All Servers

3. | Primary SDS

1. Select the SDS server.

[ ]| NOAM VIP: -
Back up the Main Menu: Status & Manage -> Database
server -
| Filter = || Info v|
Application
Hetwork Element Server Role OAM Max Max HA 9
HA Role
Role
NO_RLGHNC Active 008 I
NO_RLGHMC sds-righnc-b Metwork OAMEP Standby 00s N
2. Click Backup.
ort Inhibit Replication Elacﬁup... Compare... Rest
4. | Primary SDS 1. Unmark the Configuration checkbox.
]| NOAM VIP:
2. Type a Comment.
Back up the yp
gr?wsmnlng Main Menu: Status & Manage -> Database [Backup]
ata
Database Backup
Field Value Dies
Server: sds-righnc-a
¥ Provisioning
Select data for backup Configuration S
S
gzip
Compression @pzip2
none *
Archive Name Backup.sds.sds-righnc-a.Provisioning NETWORK_OAMP 20150707 _18520 * r:lL
Comment PrelUpgrade to 71.7.0 M
a Cancel

Note: The commentis a required field. Left click the mouse to make sure the

cursor is outside the comment field.

3. Click Info to verify the changes have passed pre-validation.

Main Menu: Status & Manage -> Database [Backup]

Info ﬁm

Info U

o » Pre-\alidation passed - Data NOT committed ...

rrem varae
Server: sds-rlghnc-a

4. Click OK.
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Procedure 4. Full Database Backup (PROV and COMCOL Env for All Servers

5. | Primary SDS 1. Wait for the screen to refresh (about 1-2 minutes).
[ ]| NOAM VIP:

. 2. Click the Info tab to verify the Provisioning Backup shows a status of
Verify status

MAINT_CMD_SUCCESS.

Main Menu: Status & Manage -> Database

S

Info

Network Elel o DB Db e paxc s au ) e B
@;\:zoﬂg Backup on sds-rlighnc-a status MAINT_CMD_SUCCESS. m

o * Success. TSt e i ”.““m

= Durability Admin Status is: NO Disk.

= Durability Operational Status is: MO DRNO.

MNO_RLGHN ]
If a status of MAINT _IN_PROGRESS is received, then refresh the Info
message by navigating to Status & Manage > Database and clicking on the
Info tab again.

Note: Depending on the size of the SDS provisioning database, the backup
could take a couple of hours to complete.

NO_RLGHN k]

This completes the backup of the SDS provisioning database

6. | Primary SDS | 1. Navigate to Administration > Software Management > Upgrade.
LI | NOAMVIP: | 5 jick Backup All.

Back up

servers

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_qgrp DP_florence_DP_01_grp DP_florence_DP_02_grp DP_kauai_DP_01_ar,

Upgrade State OAM Max HA Role Server Role Function
Hostname
Server Status Appl Max HA Role  Network Element
Active Network OAMEP OAMEP
sds-righnc-a
MNorm NIA NO_RLGHMC
Standby Network OAMEP OAMEP
sds-righnc-b
Morm MNIA NO_RLGHMC
Observer Query Server s
qs-righnc
Maorm MNIA NO_RLGHMC

4 UL

P
Backup gLBackupAIIJ_DAuto Upgrade Accept I Report “ Report All
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Procedure 4. Full Database Backup (PROV and COMCOL Env for All Servers

7. | Primary SDS | Note: All servers in an Upgrade state display on the screen. Servers in a
[] | NOAM VIP: Forced Standby or OOS state do not display.
Back up 1. Verify the Exclude option is selected.
servers _
2. Click OK.
Main Menu: Administration -> Software Management -> Upg
Network element #|action Server(s) in the proper state for backup
MO_RLGHNC # Back up isds-rflghnc-a} sds-rlghnc-b gs-righnc:
NO_MRSVNC ¥ Back up ‘sds-mrsvnc-aiisds-mrsvne-b Egs-mrsvnc
S0_TURKS #|Back up ‘turks-sds-S0-a  turks-sds-S0-b  turks-DP-01 £ turks
SO_KAUAI IBack up kauai-sds-S0-a . kauai-sds-SO-b i kaual-DP-01 i kal
S0_FLORENCE  Back up ‘florence-sds-SO-aiiflorence-sds-S0-h  florence-DF|
Full backup options
Select "Exclude” to perform a full backup of the COM
lusrTKLC/appworks/etc/exclude_parts.df.
Database parts exclusicclude Select"Do not exclude™ to perform a full backup of th
take longer and produce larger backup files in ivanT|
Ok||Cancel
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Procedure 4.

Full Database Backup (PROV and COMCOL Env for All Servers

8. | Primary SDS
[] | NOAM VIP:
Monitor
progress

1. Verify the Upgrade State of the servers goes from a Backup in Progress

state to a Ready state.

Main Menu: Administration -> Software Management -> Upgrade

NO_rlghnc_grp

DP_florence_DP_01_arp DP_florence_DP_02_grp DP_kauai_DP_01_¢

Upgrade State OAM Max HA Role Server Role Function
Hostname
Serve Appl Max HA Role Network Element
Backup In ;
Active Network OAM&P OAM&P
sds-rlghnc-a Progress
Norm NI/A NO_RLGHNC
Backup In
Standb Network OAM&P OAMEP
sds-righnc-b Progress :
Norm N/A NO_RLGHNC
Backup In
Seiar Progress Observer Query Server Qs
Norm NI/A NO_RLGHNC

Main Menu: Administration -> Software Management -> Upgrade

4| NO_righnc_arp

DP_florence_DP_01_grp DP_florence_DP_02_grp DP_kauai_DP_01_d

Upgrade State OAM Max HA Role  Server Role Function
Hostname

Server Status Appl Max HA Role Network Element

Active Network OAMEP  OAMEP

sds-righnc-a

Narm A NO_RLGHMNC

Ready Standby Metwork OAMEP DAMEP
sds-righnc-b

Morm A NO_RLGHMC

Ready Observer Query Server Qs
qs-righnc

Morm MIA NO_RLGHMC

Note: It can take up to 15 minutes for COMCOL backup to complete as the

screen automatically refreshes.

2. Click on each server tab and monitor the backups until the server Upgrade
State shows Ready for all servers on the tab.

Main Menu: Administration -> Software Management -> Upgr;

Filter «

Tasks «

¢ NO_righnc_grg Dp_flo«ence_optgi_orp DP_florence_DP_02_grp  DP_kauai_DP_

S OAM Max HA Role Server Role Functio|
Hostname

Server Status Appl Max HA Role Network Element

Read, Active MP SDS
florence-DP-01 ' X

Norm G T SO_FLORENCE

Note: Starting with SDS 7.x, the Appl Max HA Role displays on this screen.

This state is expected to be OOS for SDS DP servers.
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6. Automated Site Upgrade

There are multiple methods available for upgrading a site. The newest and most efficient way to upgrade
a site is the Automated Site Upgrade feature. As the name implies, this feature upgrades an entire site
(SOAMs and DP servers) with a minimum of user interaction. Once the upgrade is initiated, the upgrade
automatically prepares the server(s), performs the upgrade, and sequences to the next server or group of
servers until all servers in the site are upgraded. The server upgrades are sequenced in a manner that
preserves data integrity and processing capacity.

Automated Site Upgrade can be used to upgrade the SOAM and DP servers. However, Auto Site
Upgrade cannot be used to upgrade PMAC or TVOE at a site.

With this feature, a site upgrade can be initiated on SO-A SG and all of its children (in this example, DP1
SG) using a minimum of GUI selections. The upgrade performs the following actions:

1. Upgrade SOA-1 and SOA-2
2. Upgrade the servers in DP1 SG

3. Immediately begin the upgrade of any other server groups, which are also children of SO-A SG (not
shown). These upgrades begin in parallel with step 2.

Note: Auto Site Upgrade does not automatically initiate the upgrade of TSite 2 in parallel with TSite 1.
However, the feature allows the user to initiate Auto Site Upgrade of multiple sites in parallel
manually.

TSITE 1 TSITE 2
TSITE 1 SO-A SG TSITE 2 SO-B_SG
DP1 SG DP2_SG

Figure 3. Upgrade Perspective of SDS Site Topology

6.1 Site Upgrade Execution

With Auto Site Upgrade, the upgrade is initiated from the Administration > Software Management >
Upgrade screen. Upon initial entry to this screen, the user is presented with a tabbed display of the
NOAM server group and SOAM sites (Figure 4). When the NOAM server group tab is selected (as shown
in Figure 4), this screen is largely unchanged from the upgrade screen of previous releases. The NOAM
server group servers are displayed with the usual assortment of buttons. On this screen, the Auto
Upgrade button refers to Automated Server Group upgrade, not Automated Site Upgrade. The site
upgrade feature becomes available once a SOAM server group tab is selected. The SOAM server group
tabs correspond to the topological sites (TSites).
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Main Menu: Administration -> Software Management -> Upgrade

| Fiterr ~ || Tasks* =]

NOSG DRNOSG SOSG

E Upgrade State OAM HA Role Server Role Function Application Version
' Hostname
! Server Status Appl HA Role Network Element Upgrade I1SO
Ready Observer Query Server Qs 8.1.0.0.0-81.15.2
SDS-QS
Norm N/A NO_DSR_VM_NE
Ready Active Network OAM&P OAM&P 8.1.0.0.0-81.15.2
SDS-NO =
IR A NO_DSR_VM_NE
Ready Standby Network OAM&P OAM&P 8.1.0.0.0-81.15.2
SDS-NO2
Norm N/A NO_DSR_VM_NE

Figure 4. Site Upgrade — NOAM View

Upon selecting a SOAM site tab on the Upgrade Administration screen, the site summary screen displays
(Figure 5). Just below the row of NOAM and SOAM tabs is a row of links related to the selected SOAM
site. The first link on the site summary screen displays the Entire Site view. In the entire site view, all of
the server groups for the site are displayed in table form, with each server group populating one row. An
upgrade summary of the server groups is provided in the table columns:

e The Upgrade Method column shows how the server group is upgraded. The upgrade method is
derived from the server group function and the bulk availability option (see section 7.3 for additional
details on bulk availability).

e The Server Upgrade States column groups the servers by state, indicating the number of servers in
the server group that are in each state.

e The Server Application Versions column indicates the current application version, indicating the
number of servers in the server group that are at each version.

Main Menu: Administration -> Software Management -> Upgrade

Thu Mi
Tasks /

NOSG DRNOSG & SOSG

Entire Site § SOSG DPSG1 DPSG2 DPSG3 DPSG4

Server Group Function Upgrade Method Server Upgrade States Server Application Versions

S0SG SDS OAM (Bulk) Ready (2/2) 8.1.0.0.0-81.15.2 (2/2)

DPSG2 SDsS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (111)

DPSG1 SDS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (1/1)

DPSG4 SDS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (111)

DPSG3 sDS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (1)
Backup All Site Upgrade Site Accept Report Report All

Figure 5. Site Upgrade — Entire Site View
For a server to be considered Ready for upgrade, the following conditions must hold true:
e Server has not been upgraded yet
e The FullDBParts and FullRunEnv backup files exist in the filemgmt area

A site is eligible for Auto Site Upgrade when at least one server in the site is upgrade-ready.
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Click Site Upgrade from the Entire Site view to display the Upgrade Site Initiate screen (Figure 6). The
Site Initiate screen shows the site upgrade as a series of upgrade cycles. For the upgrade shown in
Figure 6, Cycle 1 upgrades the spare and standby SOAMs in parallel.

Note: This scenario assumes default settings for the site upgrade options. These options are described
in section 7.3.

The specific servers to be upgraded in each cycle are identified in the Servers column on the Site Initiate
screen. Cycle 1 is an atomic operation, meaning Cycle 2 cannot begin until Cycle 1 is complete. Once
the standby SOAM are in the Accept or Reject state, the upgrade sequences to Cycle 2 to upgrade the
active SOAM. Cycle 2 is also atomic - Cycle 3 does not begin until Cycle 2 is complete.

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Info*

Cycle Action Servers
Server Group Server Function Method Version

1 Upgrade
S0SG SDS-802 - Standby SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version

2 Upgrade
S0SG ive SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version

3 Upgrade DPSG1 SDS-DP1 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG2 SDS-DP2 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version

4 Upgrade DPSG3 SDS-DP3 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG4 SDS-DP4 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2

Upgrade Settings

Upgrade ISO  SDS-8.1.0.0.0_81.16.0-x86_64.iso B Selectthe desired upgrade 1ISO media file.

Figure 6. Site Upgrade — Site Initiate Screen
Cycles 3 through 4 upgrade all of the C-level servers for the site. These cycles are not atomic.

In Figure 6, Cycle 3 consists of SDS-DP1 and SDS-DP2 and Cycle 4 consists of SDS-DP3 and SDS-
DP4.

The site upgrade is complete when every server in the site is in the Accept or Reject state.

In selecting the servers that will be included with each upgrade cycle, particularly the C-level,
consideration is given to the server group function, the upgrade availability option, and the HA
designation.

Note: The minimum availability option is a central component of the server selections for site upgrade.
The effect of this option on server availability is described in detail in section 6.2.
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To initiate the site upgrade, a target ISO is selected from the 1SO picklist in the Upgrade Settings section
of the Site Initiate screen (Figure 6). Once the OK button is clicked, the upgrade starts, and control
returns to the Upgrade Administration screen (Figure 7). With the Entire Site link selected, a summary of
the upgrade status for the selected site displays. This summary identifies the server group(s) currently
upgrading, the number of servers within each server group that are upgrading, and the number of servers
that are pending upgrade. This view can be used to monitor the upgrade status of the overall site. More
detailed status is available by selecting the individual server group links. The server group view shows

the status of each individual server within the selected server group.

Main Menu: Administration -> Software Management -> Upgrade

Filter* v | Tasks v

NOSG DRNOSG | SOSG

Entire Site SOSG DPSG1 DPSG2 DPSG3 DPSG4

Server Group Function Upgrade Method Server Upgrade States
Pending (1/2}
S0SG SDS OAM (Bulk) Validating (112)
DPSG1 SDS Bulk (50% availability) Pending (1/1)
DPSG4 SDS Bulk (50% availability) Pending (1/1)

Figure 7. Site Upgrade Monitoring

Thu May :

Server Application Versions
8.1.0.0.0-81.15.2 (2/2)

8.1.0.0.0-81.15.2 (111)
8.1.0.0.0-81.15.2 (111)

When a server group link is selected on the Upgrade Administration screen, the table rows are populated

with the upgrade details of the individual servers within that server group (Figure 8).

Main Menu: Administration -> Software Management -> Upgrade

Filter* ~v| Tasks ~

NOSG DRNOSG & SOSG

Entire Site SOSG DPSG1 DPSG2 DPSG3 DPSG4

Upgrade State OAM HA Role Server Role Function Application Version Start Time
Hostname
Server Status Appl HA Role Network Element Upgrade ISO Status Message
Upgrading Standby System OAM OAM 8.1.0.0.0-81.15.2 2017-05-25 04:50:10 EDT
SDS-802
Warn N/A SO_DSR_VM_NE SDS-8.1.0.0.0_81.16.0-x86_64.iso Upgrade is in progress
Pending Active System OAM OAM 8.1.0.0.0-81.15.2
SDS-S0
Norm NIA SO_DSR_VM_NE SDS-8.1.0.0.0_81.16.0-x86_64.is0  Pending Upgrade

Figure 8. Server Group Upgrade Monitoring

Thu M

Finish Time

Upon completion of a successful upgrade, every server in the site is in the Accept or Reject state (Figure

9).

Main Menu: Administration -> Software Management -> Upgrade

NOSG DRNOSG | SOSG

Entire Site SOSG DPSG1 DPSG2 DPSG3 DPSG4

Upgrade State ‘OAM HA Role Server Role Function Application Version Start Time
Hostname

Server Status Appl HA Role Network Element Upgrade ISO Status Message

Th

Finish Time

Accept or Reject Standby System OAM OAM 8.1.0.0.0-81.16.0 205 .50, -05-25 05:13:03 EDT
SDS-802
Warn N/A SO_DSR_VM_NE SDS-8.1.0.0.0_81.16.0-x86_64.iso  |Success: Server upgrade is complete

Ready Active System OAM OAM 8.1.0.0.0-81.15.2
SDS-80
Norm N/A SO_DSR_VM_NE

Figure 9. Server Group Upgrade Monitoring

See section 7.4 for a description of cancelling and restarting the Auto Site Upgrade.
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6.2 Minimum Server Availability

The concept of Minimum Server Availability plays a key role during an upgrade using Automated Site
Upgrade. The goal of server availability is to ensure that at least a specified percentage of servers (of
any given type) remain in service to process traffic and handle administrative functions while other
servers are upgrading.

For example, if the specified minimum availability is 50% and there are eight servers of type X, then four
remain in service while four upgrade. However, if there are nine server of type X, then the minimum
availability requires that five remain in service while four upgrade. The minimum availability calculation
automatically rounds up in the event of a non-zero fractional remainder.

To meet the needs of a wide-ranging customer base, the minimum availability percentage is a user-
configurable option. The option allows for settings of 50%, 66%, and 75% minimum availability. There is
also a setting of 0% for lab upgrade support. This option is described in detail in section 6.3.

6.3 Site Upgrade Options

To minimize user interactions, the automated site upgrade makes use of a pair of pre-set options to
control certain aspects of the sequence. These options control how many servers remain in service while
others are upgrading and are located on the Administration > General Options screen. The default
settings for these options maximize the maintenance window usage by upgrading servers in parallel as
much as possible.

Main Menu: Administration -> General Options

Wed May 24 15:45:45 20

General options settings

Site based upgrade availability for bulk upgrade of MP groups. (0 = none, 1 = 50%, 2 = 66%, 3 =
75%).

Site Upgrade Bulk Availability *
Py vy : ** Cannot be changed while any site upgrade is running. **
[Default = 1; Range = 0-3] [A value is required]
Site based upgrade SOAM method. (0 = serial, 1 = bulk)
Site Upgrade SOAM Method * 1 Note: Bulk upgrade will upgrade all non-active SOAM servers together.

** Cannot be changed while any site upgrade is running. **
[Default = 1; Range = 0-1] [A value is required.]

Figure 10. Auto Site Upgrade General Options

The first option that affects the upgrade sequence is the Site Upgrade Bulk Availability setting. This
setting determines the number of C-level servers that remain in service during the upgrade. The default
setting of 1 equates to 50% availability, meaning a minimum of one-half of the servers stay in service
during the upgrade. The default setting is the most aggressive setting for upgrading the site, requiring the
minimum number of cycles, thus the least amount of time. The settings of 66% and 75% increase the
number of servers that remain in service during the upgrade. Note that increasing the availability
percentage may increase the overall length of the upgrade.

A setting of O for the bulk availability option allows all of the DPs to be upgraded at once. This setting is
not recommended for live production systems.

The Site Upgrade General Options cannot be changed while a site upgrade is in progress. Attempting to
change either option while a site upgrade is in progress results in:

[Error Code xxx] - Option cannot be changed because one or more automated site upgrades are in
progress

The second option that affects the upgrade sequence is the Site Upgrade SOAM Method. This option
determines the sequence in which the SOAMs are upgraded. The default value of 1 considers the OAM
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HA role of the SOAMs to determine the upgrade order. In this mode, all non-active SOAM servers are
upgraded first (in parallel), followed by the active SOAM.

Changing the Site Upgrade SOAM Method setting to 0 causes the standby SOAM and the spare
SOAM(s) to be upgraded serially. With this mode, the SOAM upgrade could take as many as four cycles
to complete (that is, Spare - Spare - Standby - Active). As for SDS, there are no spare SOAMSs, so this
setting has no impact on the SOAM upgrade order.

Regardless of the SOAM upgrade method, the active SOAM are always upgraded after the standby
SOAM.

6.4 Cancel and Restart Auto Site Upgrade

When an Auto Site Upgrade is initiated, several tasks are created to manage the upgrade of the individual
server groups as well as the servers within the server groups. These tasks can be monitored and
managed using the Status & Manage > Tasks > Active Tasks screen.

The main site upgrade controller task is identified by the naming convention <site_name> Site Upgrade.
In Figure 7, the main task is task ID 1.

Main Menu: Status & Manage -> Tasks -> Active Tasks

Thu May 25 04:52:51 2017 EDT
SDS-NO | SDS-NO2 SDS-QS SDS-DRNO  SDS-DRNO2 SDS-DRQS SDS-SO  SDS-S02 SDS-SO03  SDS-DP1 SDS-DP2  SDS-DP3  SDS-DP4
D Name Status Start Time Update Time Result Result Details Progress
SDS-S02 Server Upgrade (in SOSG -
3 Server Group Upgrade) running 2017-05-25 04:50:01 EDT 2017-05-25 04:52:00 EDT 0 Upgrade is in progress 17%

SOSG Server Group Upgrade (in

SOSG Site Upgrade) running 2017-05-25 04:49:52 EDT 2017-05-25 04:50:01 EDT 0 Upgrade(s) started. 5%

r T sezaoy T = r r sy e A SR BEA a

i1 1 S0SG Site Upgrade ! running | 2017-05-25 04:49:43 EDT 1 2017-05-25 04:49:52 EDT ‘0 | Upgrade(s) started : 5%

L . i} i o - - - i i - e =
0 Pre-upgrade full backup completed 2017-05-15 02:43:27 EDT 2017-05-15 02:43:52 EDT 0 Full backup on SDS-NO 100%

Report Delete All Completed  Delete All Exception

Figure 11. Site Upgrade Active Tasks

To cancel the site upgrade, select the site upgrade task and click Cancel. A screen asks you to confirm
the cancel operation. The status changes from running to completed. The Results Details column
updates to display Site upgrade task cancelled by user. All server group upgrade tasks, which are
under the control of the main site upgrade task, immediately transition to completed state. However the
site upgrade cancellation has no effect on the individual server upgrade tasks that are in progress. These

tasks continue to completion. Figure 12 shows the Active Task screen after a site upgrade has been
cancelled.

Once the site upgrade task is cancelled, it cannot be restarted. However, a new site upgrade can be
started using the Upgrade Administration screen.

After user has cancelled the task. The servers, which were in progress when the upgrade was cancelled,
continued to upgrade to the target release.

Main Menu: Status & Manage -> Tasks -> Active Tasks

Thu May 25 04:53:29 2017 ED
Filter* ~

SDS-NO | SDS-NO2 SDS-QS  SDS-DRNO SDS-DRQS SDS-SO SDS-S02 SDS-S03 sDS-DP1  SDS-DP2  SDS-DP3  SDS-DP4

D Name ,S ney : Start Time Update Time Result Result Details Progress
3 gsﬁﬁgsz"(ﬂ ;gg;a)de (NS08 nning 2017-05-25 04:50:01 EDT 2017-05-25 04:53:00 EDT 0 Uparade is in progress 18%
2 gggg gﬁ:’a’ p(;:gg;upg’a“e n running 2017-05-25 04:49:52 EDT 2017-05-25 04:50:01 EDT 0 Upgrade(s) started 5%
1 SOSG Site Upgrade ' completed ' 2017-05-25 04:49:43 EDT 32017-0525 04:53:27 EDT ' 0 ' fis‘zr”"g’ade iskcanceledy 5%
Lo Pre-upgrade full backup completed 2017-05-15 02:43:27 EDT 2017-05-15 02:43:52 EDT 0 Full backup on SDS-NO — %

Figure 12. User Cancelled the Site Upgrade Tasks
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Figure 12 represents a site upgrade that was cancelled before the site was completely upgraded. The
servers that were in progress when the upgrade was cancelled continued to upgrade to the target
release. These servers are now in the Accept or Reject state. The servers that were pending when the
upgrade was cancelled are now in the Ready state, ready to be upgraded.

To restart the upgrade, verify the Entire Site link is selected and click Site Upgrade. The Upgrade Site
Initiate screen displays.

Main Menu: Administration -> Software Management -> Upgrade

Thu May 25 05:13:41 2017

NOSG DRNOSG | SOSG

Entire Site SOSG DPSG1 DPSG2 DPSG2 DPSG4

Server Group Function Upgrade Method Server Upgrade States Server Application Versions

S0SG SDs OAM (Bulk) Reaty [:1)2‘ 8.1.0.0.0-81.15.2 (1/2), 8.1.0.0.0-81.16.0 (112)
Accept or Reject (1/2)

DPSG1 SDS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (1/1)

DPSG4 SDS Bulk (50% availability) Ready (111 8.1.0.0.0-81.15.2 (1/1)

DPSG3 SDS Bulk (50% availability) Ready (1/1) 8.1.0.0.0-81.15.2 (1/1)

DPSG2 SDS Bulk (50% availability) Ready (111 8.1.0.0.0-81.15.2 (11)

Figure 13. Partially Upgraded Site

On the Upgrade Site Initiate screen, the servers that have not yet been upgraded are grouped into the
number of cycles that are required to complete the site upgrade. As an example, Figure 13 shows the
upgrade that was cancelled and only three cycles are needed since the availability requirements can be
met by the servers that have already been upgraded. Once an ISO is selected and the OK button is
clicked, the site upgrade continues normally.

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Cycle Action Servers
Server Group Server Function Method Version

1 Upgrade
SOSG SDS-SO - SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server  Function Method Version

2 Upgrade DPSG1 SDS-DP1 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG2 SDS-DP2 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version

3 Upgrade DPSG3 SDS-DP3 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG4 SDS-DP4 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2

Upgrade Settings

Upgrade ISO  SDS-8.1.0.0.0_81.16.0-x86_64.iso E‘ Select the desired upgrade ISO media file.

Ok Cancel

Figure 14. Restarting Site Upgrade.
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7. Automated Server Group Upgrade

The Automated Server Group (ASG) upgrade feature allows the user to upgrade all of the servers
automatically in a server group simply by specifying a set of controlling parameters.

The purpose of ASG is to simplify and automate segments of the SDS upgrade. The SDS has long
supported the ability to select multiple servers for upgrade. In doing so however, it was incumbent on the
user to determine ahead of time which servers could be upgraded in parallel, considering traffic impact. If
the servers were not carefully chosen, the upgrade could adversely impact system operations.

When a server group is selected for upgrade, ASG upgrades each of the servers serially, or in parallel, or
a combination of both, while enforcing minimum service availability. The number of servers in the server
group that are upgraded in parallel is user selectable. The procedures in this document provide the
detailed steps specifying when to use ASG and the appropriate parameters that should be selected for
each server group type.

ASG is the default upgrade method for NOAM and SOAM server group types associated with the SDS.
DP’s use Auto Site Upgrade feature. However, there may be some instances in which the manual
upgrade method is preferred. In all cases where ASG is used, procedures for a manual upgrade are also
provided.

Note: To use ASG on a server group, no servers in that server group can be already upgraded — either
by ASG or manually.

SDS continues to support the parallel upgrade of server groups, including any combination of automated
and manual upgrade methods.

For SDS Automated Server Group (ASG) upgrade refer the steps as specified in Appendix D.

7.1 Cancel and Restart Automated Server Group Upgrade

When a server group is upgraded using ASG, each server within that server group is automatically
prepared for upgrade, upgraded to the target release, and returned to service on the target release. Once
an ASG upgrade is initiated, the task responsible for controlling the sequencing of servers entering
upgrade can be manually cancelled from the Status & Manage > Active Tasks screen (Figure 15) if
necessary. Once the task is cancelled, it cannot be restarted. However, a new ASG task can be started
using the Upgrade Administration screen.

For example, in Figure 15, task ID #1 (SO_SG Server Group Upgrade) is an ASG task, while task ID #2 is
the corresponding individual server upgrade task. When the ASG task is selected (highlighted in green),
the Cancel button is enabled. Cancelling the ASG task affects only the ASG task. It has no effect on the
individual server upgrade tasks that were started by the ASG task (that is, task ID #2 in Figure 15).
Because the ASG task is cancelled, no new server upgrade is initiated by the task.

Main Menu: Status & Manage -> Tasks -> Active Tasks

NO1 NO2 SO1 SO2 DP1 DP2
1D Name Status Start Time Update Time

SO1 Server Upgrade (in SO_SG

2 d <] & N2
2 Server Group Upgrade) running 2015-03-02 11:44.42 EST 2015-03-02 115400 EST
1 SO_SG Server Group Upgrade running 2015-03-02 11:44:32 EST 2015-03-02 11:47:47 EST
0 Pre-upgrade full backup completed 2015-02-27 19:59:06 EST 2015-02-27 20:00:46 EST
Cancel Report Delete All Completed  Delete All Exception

Figure 15. Server Group Upgrade Active Tasks
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If a server fails upgrade, the server automatically rolls back to the previous release in preparation for
backout_restore and fault isolation. Any other servers in that server group, which are in the process of
upgrading, continue to upgrade to completion; however, the ASG task itself is automatically cancelled and
no other servers in that server group are upgraded. Cancelling the ASG task provides an opportunity for
troubleshooting to correct the problem. Once the problem is corrected, the server group upgrade can be
restarted by initiating a new server group upgrade on the upgrade screen.

7.2 Site Accept

Before SDS 8.0, the customer was required to “Accept” the upgrade of individual servers in each server
group of a site. While the Accept is a relatively quick operation, it could nonetheless be a tedious task for
larger sites with numerous servers. In DSR 8.0, a new feature has been added to make the upgrade
Accept much easier for all customers, large and small.

The Site Accept button on the upgrade screen provides the capability to nearly simultaneously accept
the upgrade of some or all servers for a given site. When the button is selected, a subsequent screen
displays the servers that are ready for the Accept action.

Backup All Che ) “he ) Site Upgrade Site Accept Report Report All

Figure 16. Site Accept Button

A checkbox on the Upgrade Site Accept screen allows for the selective application of the Accept action.
However, normal procedure calls for the Accept to be applied to all of the servers at a site only after the
upgrade to the new release is stable and the back out option is no longer needed. After verifying the
information presented is accurate, clicking the OK button results in a confirmation screen that requires
action. Confirming the action causes the server upgrade to be accepted.

The Accept command is issued to the site servers at a rate of approximately one server every second.
The command takes approximately 10 seconds per server to complete. As the commands are
completed, the server status on the Upgrade Administration screen transitions to Backup Needed.

Main Menu: Administration -> Software Management -> Upgrade [Site Accept]

Server group [/] Action Server(s) which are Pending Accept
S0s6  [¥]Acceptupgrade [SDS502
Ok Cancel

Figure 17. Site Accept Screen
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8. Primary/DR SDS NOAM Upgrade Execution

Call My Oracle Support (MOS) and inform them of your plans to upgrade this system before executing
this upgrade.

Refer to Appendix T for information on contacting My Oracle Support (MOS).

Before upgrading, users must perform the system Health Check in Appendix A. This check ensures the
system to be upgraded is in an upgrade-ready state. Performing the system health check determines
which alarms are present in the system and if the upgrade can proceed with alarms.

WARNING!

If there are servers in the system, which are not in a Normal state, these servers should be brought to
the Normal or Application Disabled state before the upgrade process starts. The sequence of
upgrade is such that servers providing support services to other servers are upgraded first.

WARNING!

If a procedural step fails to execute successfully or fails to receive the desired output, STOP the
procedure. It is recommended to contact MOS for assistance before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences in database
size, user experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are
as follows:

e Session banner information such as time and date.

e System-specific configuration information such as hardware locations, IP addresses, and
hostnames.

e ANY information marked with XXXX or YYYY. Where appropriate, instructions are provided to
determine what output should be expected in place of XXXX or YYYY.

e Aesthetic differences unrelated to functionality such as browser attributes: window size, colors,
toolbars, and button layouts.

After completing each step and at each point where data is recorded from the screen, the technician
performing the upgrade marks the provided checkbox. For procedures, which are executed multiple
times, a mark can be made below the checkbox (in the same column) for each additional iteration that
the step is executed.

Retention of captured data is required as a future support reference if this procedure is executed by
someone other than Oracle’s Customer Care Center.

Note: To minimize possible impacts due to database schema changes, primary and DR SDS network
elements must be upgraded within the same maintenance window.

8.1 Perform Health Check (Primary/DR NOAM Pre-Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the entire SDS network and servers. This may be executed multiple times, but must also be executed at
least once within the period of 24-36 hours before starting a maintenance window.

I:' Execute SDS Health Check procedures as specified in Appendix A.

I:' Execute Appendix M Increase Maximum Number of Open Files.
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8.2 Upgrade the Primary SDS NOAM

This procedure is used to upgrade the SDS NOAM servers.

3.4 for more details before proceeding.

The order of the upgrade for the primary NOAM NE and DR
WA RN I NG NOAM NE needs to be followed as shown in Table 6. See section

Procedure 5. Upgrade the Primary SDS NOAM

1. | SDS NOAM GUI: Use the VIP address to access the primary SDS NOAM GUI as described in
[]] Login Appendix A.
2. | Primary SDS 1. Navigate to Status & Manage > HA.
LI NOAMVIP.GUL 5 ek Filter.
Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)
B £ Main Menu i
B Administration ] enu: Status & Manage -> HA
B Configuration
i Alarms & Events
B Security Log
: OAMHA  Applicat
= ﬁ Status & Manage Hostname Role HA Role
: [Bi Network Elements
[ ] ;;rver sds-righnc-a Active 00S
= R 2base sds-righnc-b Standby ~ ©OS
B xris gs-righne Observer  0OS
[Bj Processes
@ Tasks sds-mrsvnc-a Standby 00Ss
: B Files sds-mrsvnc-h Active 00s
@ Measurements
3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[1| NOAM VIP GUI: Information, select the primary SDS NOAM Network Element from the
Locate the primary Scope field.
SDSNOAMNE 15 Click Go.
Main Menu: Status & Manage -> HA
Filter =
Filter —
i o
Scope: |NO RLGHNC )v - Server Group - v|  Reset
P s
Server Role: | _p - Ad Reset
Display Filter: | _pone - ¥ = ¥ Reset
GEE
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Procedure 5.

Upgrade the Primary SDS NOAM

4. | Primary SDS

[ ]| NOAM VIP GULI:
Identify servers
and record server

Identify each server by Hostname, Server Role, and OAM HA Role and

record the name of each server.

Main Menu: Status & Manage -> HA (Filtered)

Remote Import
Enable state

names
OAMHA  Application ™M3X
Hostname R pp Allowed Mate Hostname List Network Element S
ole HA Role
HA Role
sds-righnc-a Active QoS Active sds-righnc-b NO_RLGHNC N
sds-righnc-b Standhby Q0s Active sds-rlghnc-a NO_RLGHNC N
sds-righnc-a
gs-righnc Observer 00s QObserver sds-righnc-b NO_RLGHNC Q
Active Primary SDS NOAM:
Standby Primary SDS NOAM:
Primary Query Server (if equipped):
5. | Primary SDS 1. Navigate to SDS > Configuration > Options.
[]1| NOAM VIP GULI:

Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAM&P)

= 4 Main Menu
i Administration

B Configuration
B Alarms & Events
B Security Log
i Status & Manage

i Measurements

B Communication Agent
= & sDs
{ @& & Configuration

B Conngrtions

B MAT Hnche

Main Menu: SDS -> Configuration -> Opti
Apply
Variable
Display Command Qutput o
Allow Connections b
Max Transaction Size 50
Log Provisioning Messages Fi

2. Locate the Remote Import Enabled checkbox and record the pre-upgrade

state.

Transaction Durability Timeout ] seconds

Remote Import Enabled

Remaote Import Mode Mon-Blocking ¥

[ ] Checked
[ Not Checked
3. Unmark the Remote Import Enabled checkbox if it was checked.

Transaction Durability Timeout b seconds

Remote Import Enabled

Remote Import Mode Mon-Blocking ¥
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Procedure 5.

Upgrade the Primary SDS NOAM

6. | Primary SDS 1. Click Apply.
[ ]| NOAM VIP: Apply - - - -
change and verify Main Menu: SDS -> Configuration -> Options
2. Verify a successful response in the banner.
Main Menu: SDS -> Configuration -> Options
Success!
o Update successful.
Apply
Note: The next two steps can be executed in parallel.

7. | Primary SDS Upgrade the Standby Primary SDS NOAM server (as identified and recorded
[] | NOAM VIP: in step 4 of this procedure) using Appendix C Upgrade Server Administration
Upgrade the on SDS 7.x if source release is SDS 7.x, or Appendix D Upgrade Server

Standby Primary | Administration on SDS 8.x if source release is SDS 8.x.

SDS NOAM

server
8. | Primary SDS Use the VIP address to log into the active primary SDS NOAM with the admusr
[] | NOAM VIP (CLI): | account.

Access the active
primary SDS
NOAM

CentOS release 5.7 (Final)

Kernel 2.6.18-274.7.1.elb5prerel5.0.0 72.32.0 on an x86_ 64
sds-rlghnc-a login: admusr
Password: <admusr password>
*»** TRUNCATED OUTPUT ***
RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcomm
on:/usr/TKLC/comagent—-gui:/usr/TKLC/comagent—
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
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Procedure 5. Upgrade the

Primary SDS NOAM

9. | Primary SDS 1. Verify the DbReplication status is Active for the Standby Primary SDS
[] | NOAM VIP: NOAM and Query Server, if equipped.
Verﬁyskﬂus [admusr@sds-rlghnc-a ~]$ sudo irepstat -w
-— Policy 0 ActStb [DbReplication]
AA To sds-rlghnc-b Active 0 0.25 1%R 0.05%cpu 47B/s
AA To gs-rlghnc Active 0 0.25 1%R 0.05%cpu 56B/s
AA To sds-mrsvnc-a Active 0 0.50 1%R 0.04%cpu 47B/s
AB To kauai-sds-SO-b Active 0 0.50 1%R 0.04%cpu 63B/s
AB To florence-sds-SO-a Active 0 0.51 1%R 0.03%cpu 65B/s
AB To turks-sds-SO-b Active 0 0.50 1%R 0.04%cpu 65B/s
irepstat ( 8 lines) (h)elp
2. If a DbReplication status is received as Audit, then repeat the command
until Active is returned.
Important: Do not proceed until the status is Active.
Check Replication is showing as Active for the standby
primary SDS NOAM, Query server, active DR SDS NOAM, and
standby DR SDS NOAM (if equipped).
3. Repeat the step until the status is Active for all the mentioned servers.
Important: If a DbReplication status is received as Audit or some other
value for these servers, repeat this step until a status of Active
is returned. Servers are:
e Standby Primary SDS NOAM
e Query Server
e Active DR SDS NOAM
e Standby DR SDS NOAM
4. |If required, contact My Oracle Support (MOS) for any assistance.
10. | Primary SDS Exit the CLI for the Active Primary SDS NOAM.
[] | NOAM VIP: Exit [admusr@sds-rlghnc-a filemgmt]$ exit
CLI
logout
11. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[] | primary SDS Appendix A.
NOAM GUI
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Procedure 5.

Upgrade the Primary SDS NOAM

12,
[

Primary SDS
NOAM VIP: Edit
server

1. Navigate to Status & Manage > HA.
2. Click Edit.

Connected using VIP to sds-ariba-a (ACTIVE NETWORK OAMAP)

B O Main Menu
o i Administration Main Menu: Status & Manage -> HA
o i Configuration
Fillit
g b Alvms & Events
a
-] Status CIAM Max Application Max
. - Hostname Max HA Allowed Mal
= :l'r: ork Elements HARol oo HA Role
Server
4
. m qs-aruba Obsarver Q0S5 Cihsanver sy
I Database sds-aruba-b Standby 008 Active su]
qrl
= :‘r“s sds-ansba-a Active 003 Active sd
DOBSSES .
o i Tasks virt-gs-barbados Obsarver 05 Obsenver :2
I Files virt-5ds-barbados-b Standby = OO0S Active virt
: :‘_"’“”"’T""':_‘S . Virt-sds-barbados-a Acive  00S Actve  vin
Communication Agen . . e .
i 505
& Help Edﬁ
B Logout

Primary SDS
NOAM VIP:
Change Max
Allowed HA Role
status

1. Select the Active Primary SDS NOAM server and change a Max Allowed
HA Role value from Active to Standby.

Main Menu: Status & Manage -> HA [Edit]

Hostname Max Allowed HA Role
gs-aruba Observer ¥
sds-aruba-b Active ¥
sds-aruba-a
virt-gs-barbados Dbser\rer'

2. Click OK.

The user's GUI session ends as the active primary SDS server goes
through HA failover and becomes the standby server.

3. If not automatically logged out of the GUI, click Logout to log out of the
SDS NOAM GUI.

Welcome guiadmin [Loqouf]

¥
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Procedure 5.

Upgrade the Primary SDS NOAM

14. | Primary SDS JavaScript libraries, images, and other objects are often modified in the
[] | NOAM VIP (GUI): | upgrade. Browsers can sometimes cause GUI problems by holding on to the
Clear cached old objects in the built-in cache. To prevent these problems, always clear the
data browser cache before logging into an OAM GUI that has just been upgraded:
1. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web
browsers).
2. Select the appropriate object types to delete from the cache (for example,
Temporary Internet Files, Cache, or Cached images and files, etc.).
Other browsers may label these objects differently.
3. Clear the cached data.
Note: Do NOT proceed until the browser cache has been cleared.
15. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[] | Login Appendix A.
16. | Primary SDS 1. Navigate to Status & Manage > HA.
[] | NOAM VIP: Edit

server

2. Click Edit.

Connected using VIP to sds-ariba-a (ACTIVE NETWORK OAMAP)

B O Main Menu
o W Administration Main Menu: Status & Manage -> HA
o i Configuration
Application Max
Hostname ﬁ:gml Max HA Allowed L |
Riok HA okt
gs-anuba Observer  0OS Cbserver :g:
Il Database sds-aruba-b Stndby 005 Active sdg
& KPis sds-aruba-a Artive 008 Active sd
[l Frocesses
o Ba Tasks virt-qs-barbados Obsarver Q05 Obsarver :2
I Files virt-sds-barbados-b Standby QO3 Active vin
2 il virt-5d3-barbaas-a Active 008 Acive i
B B Communication Agent o —— .- aaa .
o i 505
k. M Edjt
&= Help {=
B Logout
e
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Procedure 5.

Upgrade the Primary SDS NOAM

17. | Primary SDS 1. Select the Standby Primary SDS NOAM server and change a Max
[] | NOAM VIP: Allowed HA Role value from Standby to Active.
Change Max
Allowed HA Role | [ Main Menu: Status & Manage -> HA [Edit]
status
Hostname Max Allowed HA Role
gs-aruba Observer
sds-aruba-b Active v
sds-aruba-a
virt-gs-barbados Observer ¥ I/\\s
2. Click OK.
18. | Primary SDS Verify the Max Allowed HA Role value has been updated to Active for the
[] | NOAM VIP: Standby Primary SDS NOAM server.
Verify change to o
Active state OAM Max  “pplication Max
Hostname HA Role Max HA Allowed Mat
Role HA Role
sds
fs-aruba Ohserver Q0s Ohserver sds
sdz-aruba-h Active 00s Active sds
Standby ~ 0OS sds
virt-gs-barbados Observer QoS Observer ::2:
19. | Primary SDS If the server in topology shows as an Out of Service state, perform a CmHA
[1 | VIP: CmHA restart; otherwise, proceed to the next step.
restart Refer to Appendix O for more details.
Note: You will see Out of Service state on the server on which CmHA restart
is performed. Ignore this state and continue with the upgrade.
Note: The next two steps of this procedure can be executed in paraellel.
20. | Primary SDS Upgrade the current Standby Primary SDS NOAM server (as identified and
[] | VIP: Upgrade the | recorded in step 4 of this procedure) using Appendix D Upgrade Server
current Standby | Administration on SDS 8.x.
Primary SDS
NOAM server
21.| Primary SDS Upgrade the Primary Query server (as identified and recorded in step 4 of this
[] | NOAM VIP: procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the Note: If the Query server status is not reported on the Status and Manage
Primary SDS server screen, refer to Appendix S for more details.
Query server
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Procedure 5.

Upgrade the Primary SDS NOAM

22.
[

Primary SDS
NOAM VIP:
Verify status

1. Perform a replication check as explained in step 9.

Note: The replication link between the primary and secondary (DR-NO
site) server is broken at this point until the DR-NO servers are

upgraded completely.

2. Proceed to step 37 for remote import.

Primary SDS

NOAM VIP (CLI):

Login

Using the VIP address, log into the Active Primary SDS NOAM with the
admusr account.

CentOS release 5.7 (Final)

Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86_ 64
sds-rlghnc-a login: admusr
Password: <admusr password>
¥»** TRUNCATED OUTPUT ***
RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcomm
on:/usr/TKLC/comagent-gui:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00

Primary SDS

NOAM VIP (CLI):

Verify status

1. Verify the DbReplication status is Active for the Standby Primary SDS
NOAM, Query Server, Active DR SDS NOAM, and Standby NOAM
servers (if equipped).

[admusr@sds-rlghnc-a ~]$ sudo irepstat -w

-- Policy 0 ActStb [DbReplication]

AA To sds-rlghnc-b Active 0 0.25 1%R 0.05%cpu 47B/s
AA To gs-rlghnc Active 0 0.25 1%R 0.05%cpu 56B/s
AA To sds-mrsvnc-a Active 0 0.50 1%R 0.04%cpu 47B/s
AB To kauai-sds-SO-b Active 0 0.50 1%R 0.04%cpu 63B/s
AB To florence-sds-SO-a Active 0 0.51 1%R 0.03%cpu 65B/s
AB To turks-sds-SO-b Active 0 0.50 1%R 0.04%cpu 65B/s

irepstat ( 8 lines) (h)elp
2. Repeat the step until the status is Active for all mentioned servers.
IMPORTANT

If a DbReplication status is received as Audit or some other value for these
servers, repeat this step until a status of Active is returned. Servers are:

e Standby Primary SDS NOAM
e Query Server
e Active DR SDS NOAM
e Standby DR SDS NOAM
3. If required, contact My Oracle Support (MOS) for any assistance.
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Procedure 5.

Upgrade the Primary SDS NOAM

25.

[

Primary SDS
NOAM VIP: Exit
CLI

Exit the CLI for the Active Primary SDS NOAM.
[admusr@sds-rlghnc-a filemgmt]$ exit

logout

Access the
primary SDS
NOAM GUI

Use the VIP address to access the primary SDS NOAM GUI as described in
Appendix A.

Primary SDS

NOAM VIP (GUI):

Manual
switchover of
NOAM server

1. Navigate to Status & Manage > HA.
2. Select the Active NOAM server.
3. Click Edit.

Main Menu: Status & Manage -> HA

Hostname OAM HA Role SEpRcRtoS HA Ve Ao Mate Hostname List Network Element Server Role
Role HA Role
MultiApp3-SDS-NO1 Standby NiA Active MultiApp3-SDS-NO2 NE_MultiApp3_NOANP Network OAM&P
MultiApp3-SDS-NO2 Active I NIA MultiApp3-SDS-NO1 NE_MultiApp3_NOAMP [Network OAM&P)
MultiApp3-SDS-NO1 .
MultiApp3-0S Observer NiA Observer ARG SDENG2 NE_MultiApp3_NOAMP Query Server
MultiApp3-DPSO1 Active NIA Active MultiApp3-DPS02 NE_MultiApp3_SOAMP System OAM
MultiApp3-DPSO2 Standby NIA Active MultiApp3-DPSO1 NE_MultiApp3_SOAMP System OAM
MultipApp3-DP1 Active NIA Active NE_MultiApp3_SOANP WP
MultipApp3-DP2 Active NIA Active NE_MultiApp3_SOAMP up
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Procedure 5. Upgrade the Primary SDS NOAM

28. | Primary SDS 1. Change Max Allowed HA Role for the Active SDS NOAM Server to
[] | NOAM VIP (GUI): Standby.
Manual
switchover of Main Menu: Status & Manage -> HA [Edit]
NOAM server
Modifying HA attributes
Hostname Max Allowed HA Role Description
MultiApp3-SDS-NO1  Active E| The maximum desired HA Role for MultiApp3-SDS-NO1
MultiApp3-SDS-NO2 | Standby B The maximum desired HA Role for MultiApp3-SDS-NO2
MultiApp3-QS Observer E| The maximum desired HA Role for MultiApp3-QS
MultiApp3-DPSO1 Active E| The maximum desired HA Role for MultiApp3-DPSO1

MultiApp3-DPS02 Active The maximum desired HA Role for MultiApp3-DPS02

]

MuitipApp3-DP1 Active The maximum desired HA Role for MultipApp3-DP1
MultipApp3-DP2 Active IE| The maximum desired HA Role for MultipApp3-DP2
Ok Cancel
2. Click OK.

IMPORTANT: This causes HA activity switchover to the mate primary SDS
NOAM server.

Note: The GUI logs out automatically.

29. | Access the 1. Use the VIP address to access the primary SDS NOAM GUI as described
[] | primary SDS in Appendix A again.
NOAM GUI

2. Make sure NOAM logged in is the second SDS NOAM and is primary by
checking the bottom of the screen on the GUI.

Successfully connected using VIP to MultiApp3-SDS-NQO1 |[ACTIVE NETWORK OAM&P) |
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Procedure 5.

Upgrade the Primary SDS NOAM

30.
[

Primary SDS
NOAM VIP (GUI):
Change Max
Allowed HA Role
for new standby
NOAM server
back to active

1. Change Max Allowed HA Role for the SDS NOAM server to Active.

Main Menu: Status & Manage -> HA [Edit]

Modifying HA attributes

Hostname Max Allowed HA Role Description

MultiApp3-SDS-NO1  Active El The maximum desired HA Role for MultiApp3-SDS-NO1

Active B
Observer B
Active E!

MultiApp3-SDS-NO2 The maximum desired HA Role for MultiApp3-SDS-NO2

MultiApp3-QS The maximum desired HA Role for MultiApp3-QS

MultiApp3-DPSO1 The maximum desired HA Role for MultiApp3-DPS0O1

MultiApp3-DPS02 Active B The maximum desired HA Role for MultiApp3-DPS02
MultipApp3-DP1 Active E| The maximum desired HA Role for MultipApp3-DP1
MultipApp3-DP2 Active B The maximum desired HA Role for MultipApp3-DP2
Ok Cancel
2. Click OK.

Primary SDS
NOAM VIP GUI:
Verify the role
has changed

Verify the Max Allowed HA Role for the NOAM server is Active.

Main Menu: Status & Manage -> HA

 He

Application HA Max Aliowed 3
OAM HA Role Role HA Role Mate Hostname List Network Element Server Role

L 4
MultiApp3-SDS-NO1 Standby NA Active

MultiApp3-SDS-NO2 NE_MuliApp3_NOAMP Tetwork ORMEP
MultiApp3-SDS-NO2 Active NA Active MultiApp3-SDS-NO1 NE_MultiApp3_NOAMP
MultiApp3-08 Obsenver NA Observer ::::::’;;glgg:ﬁg; NE_MultiApp3_NOAMP Query Server
MultiApp3-DPSO1 Active NA Active MultiApp3-DPS02 NE_MuliApp3_SOAMP System OAM
MultiApp3-DPSO2 Standoy NA Active MultiApp3-DPSO1 NE_MuliApp3_SOAMP System OAM
MultipApp3-DP1 Active NA Active NE_MultiApp3_SOAMP P
MultipApp3-DP2 Active NA Active NE_MultiApp3_SOAMP e

Primary SDS
NOAM VIP (CLI):
Verify status

1. Verify the DbReplication status is Active for the Standby Primary SDS
NOAM, Query Server, DR Site Active, and Standby NOAM servers (if

equipped).
2. Repeat steps 9 to 12 to verify irepstat is showing Active.
3. Make sure Replication is Active for the Standby Primary SDS NOAM,

Query Server, Active DR SDS NOAM, and Standby DR SDS NOAM
servers (if equipped).
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Procedure 5.

Upgrade the Primary SDS NOAM

33. | Primary SDS If the server in topology shows as an Out of Service state, perform a CmHA
[] | VIP: CmHA restart; otherwise, proceed to the next step.
restart Refer to Appendix O for more details.
Note: You will see Out of Service state on the server on which CmHA restart
is performed. Ignore this state and continue with the upgrade.
Note: The next two steps of this procedure can be executed in parallel.
34. | Primary SDS Upgrade the current Standby Primary SDS NOAM server (as identified and
[] | VIP: Upgrade the | recorded in step 4 of this procedure) using Appendix D Upgrade Server
current Standby | Administration on SDS 8.x.
Primary SDS In step 5 of this procedure, mark the associated checkbox as the upgrade is
NOAM server completed for the upgraded Active Primary SDS NOAM server.
35. | Primary SDS Upgrade the Primary Query server (as identified and recorded in step 4 of this
[] | NOAM VIP: procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the In step 5 of this procedure, mark the associated checkbox as the upgrade is
Primary SDS completed for the upgraded Primary Query server.
Query server
36. | Primary SDS Perform a replication check as explained in step 24.
[] NOAM VIP: Note: The replication link between the primary and secondary (DR-NO site)
Verify status server is broken at this point until the DR-NO servers are upgraded
completely.
37.| Primary SDS Re-enable the Remote Import Enabled checkbox if the checkbox recorded in
[] | NOAM VIP: Re- | step 5 of this procedure was Checked.
enable If the Remote Import Enabled checkbox recorded in step 5 of this procedure
EVOV'S'tO”I'”g Gt was NOT CHECKED, then this procedure is complete.
emote Import (i . . . .
applicable) 1. Navigate to SDS > Configuration > Options.
Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAM&P)
= 4 Main Menu
:'- Administration Main Menu: SDS -> Configuration -> Opti
i Configuration
I Alarms & Events Appl
i Security Log —
i Status & Manage Variable
i Measurements Display Gommand Qutput 7
y @@ Communication Agent
B & sbs Allow Connections v
B Efmﬁguration Max Transaction Size 50
Log Provisioning Messages i
2. Locate the Remote Import Enabled checkbox and mark it.
Transaction Durability Timeout 5 seconds
Remaote Import Enabled @
Remote Import Mode Mon-Blocking
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Upgrade the Primary SDS NOAM

38.
[

Primary SDS
NOAM VIP:
Apply change and
verify

1. Click Apply.

2. Verify a successful response in the banner.

Main Menu: SDS -> Configuration -> Options

Success!
Update successful.

Apply

8.3 Upgrade DR SDS NOAM

This procedure upgrades the DR SDS NOAM servers.

@ WARNING

The order of the upgrade for the primary NOAM NE and DR
NOAM NE needs to be followed as shown in Table 6. See section
3.4 for more details before proceeding.

Procedure 6.

Upgrade DR SDS NOAM

Record name of
DR SDS NE site

2. Click Filter.

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)

1. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[]| Login Appendix A.

2. | Primary SDS 1. Navigate to Status & Manage > HA.

[ ]| NOAM VIP:

= £ Main Menu

@8 Administration Main Menu: Status & Manage -> HA

i Configuration

: Filt -

im Alarms & Events

E Security Log

: OAM HA  Applicat

: H Status & Manage Hostname Role HA Role
i~ [lj Network Elements
""" sds-righnc-a Active QoS
B oM abase sds-righnc-b Standby ~ 00S
----- qs-righnc Observer 00s

i - | Processes

: . @ Tasks sds-mrsvnc-a Standby 00s

3 +

i e sds-mrsvnc-b Active 005

i@ Measurements

Page | 54 E88971-01




SDS Software Upgrade Guide

Procedure 6.

Upgrade DR SDS NOAM

3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[ ]| NOAM VIP: List Information, select the DR SDS Network Element from the Scope field.
servers 2. Click Go.
Filter e —
Gl B Roset
Server Iw/,
Display Filter: 1o - |
4. | Primary SDS Identify each server by Hostname, Server Role, and OAM HA Role and record
[ ]| NOAM VIP: the name of each server.
Identify servers bl
and record server PRI pnax Mate
names Hostname E}AH e Allowed Hostname Network Server Role
ole n HA : Element
HA Role  List
Role
diz3-sds-a  Active 00S  Active dis3-sds-b  sds_noamp Metwork OAMEP
dts3-sds-b  Standby 0035 Active dis3-sds-a  sds_noamp Metwork OAMEP
dts3-sds-a
dts3-gs-1 Observer Q03 Observer dts3-5ds-b sds_noamp Cluery Server
Active DR SDS NOAM:
Standby DR SDS NOAM:
DR SDS Query Server (if equipped):
5. | Primary SDS Upgrade the Standby DR SDS NOAM server (as identified and recorded in step
[ ]| NOAM VIP: 4 of this procedure) using Appendix D Upgrade Server Administration on SDS
Upgrade the 8.X.
standby DR SDS
server
Note: The next two steps of this procedure can be executed in parallel using the Upgrade Server
option.
6. | Primary SDS Upgrade the Active DR SDS NOAM server (as identified and recorded in step 4
[]1| NOAM VIP: of this procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the Important: This causes an HA activity failover to the mate primary SDS NOAM
active DR SDS server. This happens a couple minutes after initiating the upgrade.
server
7. | Primary SDS Upgrade the DR SDS Query server (as identified and recorded in step 4 of this
[ ]| NOAM VIP: procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the DR
Query server
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8.4 Perform Health Check (Primary/DR NOAM Post Upgrade)

This procedure is used to determine the health and status of the entire SDS network and servers after
Primary and DR NOAM upgrade has been completed.

I:I Execute SDS Health Check procedures as specified in Appendix A.

8.5 SNMP Configuration Update (Post Primary/DR NOAM Upgrade)

Refer Workaround for SNMP Configuration to apply SNMP workaround in following cases:

e If SNMP is not configured in SDS.

o If SNMP is already configured and SNMPv3 is selected as enabled version.

This can be checked by navigating to Administration > Remote Servers >SNMP Trapping screen using
GUI session of NOAM server VIP IP address.

9. Site Upgrade Execution

This section contains the procedures for upgrading an entire site — starting with the pre-upgrade
activities, upgrading the SOAMs and DP servers, and finishing with verifying the upgrade.

Table 12. Site Upgrade Planning — Automed vs. Manual Upgrade

Atomated Manual

name implies, this feature upgrades an entire site the upgrade of each server is individually
(SOAMs and DP servers) with a minimum of user initiated, allowing the user to control the level of

interaction. Once the upgrade is initiated, the upgrade parallelism and speed of the upgrade.
automatically prepares the server(s), performs the
upgrade, and sequences to the next server or group of
servers until all servers in the site are upgraded. The
server upgrades are sequenced in a manner that
preserves data integrity and processing capacity.

Automated Site Upgrade can be used to upgrade the
SOAM and DP servers.

Note: A site upgrade can include a combination of Automated Server Group upgrade and manual
upgrades to improve efficiency. For example, SOAMs can be upgraded with Automated Server
Group or Manual upgrade, while the DPs may be upgraded manually to control the order of
upgrade for traffic continuity.

The Automated Site Upgrade procedures are in The manual site upgrade procedures are in
section 9.1. section 9.2.

9.1 Automated Site Upgrade

Call My Oracle Support (MOS) and inform them of your plans to upgrade this system before executing
this upgrade.

Refer to Appendix T for information on contacting My Oracle Support (MOS).
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Before upgrading, users must perform the system Health Check in Appendix A. This check ensures the
system to be upgraded is in an upgrade-ready state. Performing the system health check determines
which alarms are present in the system and if the upgrade can proceed with alarms.

WARNING!

If there are servers in the system, which are not in a Normal state, these servers should be brought to
the Normal or Application Disabled state before the upgrade process starts. The sequence of
upgrade is such that servers providing support services to other servers are upgraded first.

WARNING!

If a procedural step fails to execute successfully or fails to receive the desired output, STOP the
procedure. It is recommended to contact MOS for assistance before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences in database
size, user experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are
as follows:

e Session banner information such as time and date.

e System-specific configuration information such as hardware locations, IP addresses, and
hostnames.

e ANY information marked with XXXX or YYYY. Where appropriate, instructions are provided to
determine what output should be expected in place of XXXX or YYYY.

e Aesthetic differences unrelated to functionality such as browser attributes: window size, colors,
toolbars, and button layouts.

After completing each step and at each point where data is recorded from the screen, the technician
performing the upgrade marks the provided checkbox. For procedures, which are executed multiple
times, a mark can be made below the checkbox (in the same column) for each additional iteration that
the step is executed.

Retention of captured data is required as a future support reference if this procedure is executed by
someone other than Oracle’s Customer Care Center.

Note: For large systems containing multiple signaling network elements, it may not be feasible to apply
the software upgrade to every network element within a single maintenance window.

9.1.1 Perform Health Check (Pre-Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the entire SDS network and servers. This may be executed multiple times, but must also be executed at
least once within the period of 24-36 hours before starting a maintenance window.

I:I Execute SDS Health Check procedures as specified in Appendix A.

9.1.2 Upgrade SOAM
The following procedure details how to upgrade SDS SOAM sites.

. When upgrading an SDS topology, it is permissible to upgrade multiple
Caut| ON soAMsitesin parallel. However, every attempt should be made to
avoid upgrading mated SOAM sites in the same maintenace window.

Page | 57 E88971-01




SDS Software Upgrade Guide

Procedure 7. Upgrade SOAM

1. | Review site
[ ]| upgrade plan and
site readiness

This step verifies the servers and server groups to be upgraded are in the
proper state.

1.

2
3.
4

Log into the NOAM GUI using the VIP.

Navigate to Administration > Software Management > Upgrade.

Select the SOAM tab of the site to be upgraded.

Verify the Entire Site link is selected.

The Entire Site screen provides a summary of the server states and
upgrade readiness. More detailed server status is available by selecting a

specific server group link.

Main Menu: Administration -> Software Management -> Upgrade

Filter' v

Tasks ~

NOSG | SOSG

Server Group

S0SG

DPSG2
DPSG1
DPSG4
DPSG3

Note:

Function
sDs
sSDS
sDs
sDS
sDs

Upgrade Method
OAM (Bulk

Bulk (50% avallability)
Bulk (50% availability)
Bulk (50% availability)

Bulk (50% availability)

Server Upgrade States

ady (111

Server Application Versions
8.1.0.0.0-81152 (212)
8.1.0.0.0-81.152(111)
8.1.0.0.0-81.15.2 (11)
8100081152 (1)
8.1.0.0.0-81.15.2(111)

The Site Upgrade option can be used to upgrade an entire site, or a
subset of site elements. The servers within the site may be in various
states of readiness, including Accept or Reject, Ready, Backup
Needed, Failed, or Not Ready. Only the servers in the Ready state or
Failed state are upgrade eligible.
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Procedure 7. Upgrade SOAM

2. | Active NOAM
[ ]| VIP: Initiate the
site upgrade

1.

Verify no Server Groups are selected on the upgrade administration screen.
The Site Upgrade button is not available if a Server Group is selected.

Click Site Upgrade.
Review the upgrade plan as presented on the Site Initiate screen.

This plan represents an approximation of how the servers will be upgraded.
Due to the dynamic nature of upgrade, some servers (typically only C-level)
may be upgraded in a different cycle than displayed here.

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

Cycle Action Servers

Server Group Server Function Method Version
Upgrade
S0SG SDS-S02 - Standby SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version
Upgrade
S0sG SDS-S0 - e SDS OAM (Bulk) 8.1.0.0.0-81.15.2
Server Group Server Function Method Version
Upgrade DPSG1 SDS-DP1 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG2 SDS-DP2 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
Server Group Server  Function Method Version
Upgrade DPSG3 SDS-DP3 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2
DPSG4 SDS-DP4 SDS Bulk (50% availability) 8.1.0.0.0-81.15.2

Upgrade Settings

Upgrade ISO  SDS-8.1.0.0.0_81.16.0-x86_64.iso B Select the desired upgrade ISO media file.

Note: If you need to rearrange the upgrade cycle, see section 9.1.3.

4,

In the Upgrade Settings section of the form, use the Upgrade 1SO option to
select the target ISO.

Click OK to start the upgrade sequence.

Control returns to the Upgrade Administration screen.
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Procedure 7. Upgrade SOAM

3. | Active NOAM
[ ]| VIP: View In-
Progress Status
(monitor)

View the Upgrade Administration form to monitor upgrade progress.

See step 4 of this procedure for instructions if the upgrade fails or if execution
time exceeds 60 minutes.

Note: If the upgrade processing encounters a problem, it may attempt to
ROLL BACK to the original software release. In this case, the upgrade
shows as Failed.

The execution time may be shorter or longer, depending on the point in
the upgrade where there was a problem.

With the Entire Site link selected, a summary of the upgrade status for the
selected site displays. This summary identifies the server group(s) currently
upgrading, the number of servers within each server group that are upgrading,
and the number of servers that are pending upgrade. This view can be used to
monitor the upgrade status of the overall site.

Main Menu: Administration -> Software Management -> Upgrade

Tasks

Entire Site SOSG DPSG1 DPSG2 DPSG

Server Group Function Upgrade Method Server Upgrade States Server Application Versions

Pending (112)
validating (172)

S0SG SDS OAM (Bulk) 8.1.00.0-81.152(22)

DPSG1 sDS Pending (1/1) 8.1.000-81.152 (V1)

DPSG4 sDsS Pending (1/1) 8.1.00.0-81.152(11)

DPSG3 sDS Pending (1/1) 8.1.0.0.0-81.152(111)

DPSG2 SDS Pending (1/1) 8.1.000-81.152(1/1)

More detailed status is available by selecting the individual server group links.
The server group view shows the status of each individual server within the
selected server group.

During the upgrade, the servers may have some or all of the following expected
alarms.

Note: Not all servers have all alarms:

Alarm ID = 10073 (Server Group Max Allowed HA Role Warning)

Alarm ID = 10075 (The server is no longer providing services
because application processes have been manually stopped)

Alarm ID = 31101 (DB Replication To Slave Failure)
Alarm ID = 31106 (DB Merge To Parent Failure)
Alarm ID = 31107 (DB Merge From Child Failure)

Alarm ID = 31228 (HA Highly available server failed to receive mate
heartbeats) or (Lost Communication with Mate Server)

Alarm ID = 31233 (HA Secondary Path Down)

Alarm ID = 31283 (Highly available server failed to receive mate
heartbeats)

Alarm ID = 32515 (Server HA Failover Inhibited)
Alarm ID = 31114 (DB Replication over SOAP has failed)
Alarm ID = 31225 (HA Service Start Failure)

Note: Do not accept any upgrades at this time.

It is recommended to contact My Oracle Support (MOS) by referring to

Appendix T of this document and provide these files. Refer to Appendix | for
failed server recovery procedures.
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Procedure 7.

Upgrade SOAM

4. | Active NOAM
[ ]| VIP: View In-
Progress Status
(monitor)

Upon completion of a successful upgrade, every server in the site is in the
Accept or Reject state.

Main Menu: Administration -> Software Management -> Upgrade

Fiter' v| Tasks ~

Upgrade State  JOAM HA Role Server Role Function  Application Version Start Time Finish Time

Hostname
Status Message

Network Element Upgrade I1SO

8100081160

Server Status  JAppl HA Role
Accept or Reject Standby
Wam INA

System OAM OAM 7-05-28 05:13:03 EDT

SDS-s02

SDS-8.10.0.0_81.160186_64is0  JSuccess

Server upgrade Is complete

SO_DSR_VM_NE

System OAM OAM 8100081152
SDS-S0
NA SO_DSR_VM_NE

5. | Server CLI: If the | If the upgrade of a server fails, access the server command line (using SSH or
[ ]| upgrade of a a console), and collect the following files:
server fails Ivar/TKLC/log/upgrade/upgrade.log
/var/TKLC/log/upgrade/ugwrap.log
/var/TKLC/log/upgrade/earlyChecks.log
/var/TKLC/log/platcfg/platcfg.log
It is recommended to contact My Oracle Support (MOS) by referring to
Appendix T of this document and provide these files. Refer to Appendix C
Upgrade Server Administration on SDS 7.x for failed server recovery
procedures.
6. | Server CLI: After successful upgrade has been verified above, access each of the servers
[ ]| Update the tuned | on command line (using SSH or console), and update the tuned profile:
profile $ sudo /usr/TKLC/sds/bin/sdsSharedMemTuned.sh

Verify whether tuned profile has been successfully set to comcol_app:
$ sudo tuned-adm active
Sample Output:
[admusr@SOAM1 ~]$ sudo tuned-adm active
Current active profile: comcol app
enabled, running
Service ktune: enabled,

[admusr@SOAM1 ~1$

Service tuned:

running
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9.1.3 Rearrange Automate Site Upgrade Cycles

This procedure provides the details to rearrange the Automated Site Upgrade cycles if required.

Automated Site Upgrade provides an option to rearrange servers in the cycles thus eliminating the risks
of a potential network outage. ASU provides the flexibility to user to order the servers within the cycles

without breaking the Minimum Availability and DA-MP Leader criteria.

Procedure 8.

Rearrange Automated Site Upgrade Cycles

1. | Active NOAM VIP:
[] Rearrange the
upgrade cycle as

Click Rearrange Cycles.

Main Menu: Administration -> Software Management -> Upgrade [Site Initiate]

needed
Cycle Action Servers
Server Group Server Function Method Version
1 Upgrade
S0SG SDS-50 - Standby SDS OAM {Bulk) 2.1.0.0.0-81.15.2
Server Group Server Function Method Version
2 Upgrade
505G SDS-S02 - HElwe SDS OAM (Bulk) 2.1.0.0.0-81.15.2
Server Group Server  Function Method Version
3 Upgrade DPSG1 SDS-DP1 SDS Bulk (50% avsilability) 8.1.0.0.0-31.15.2
DP5G2 5D5-DP2 SDS Bulk (50% avsilability) £.1.0.0.0-81.15.2
Server Group Server  Function Method Version
4 Upgrade DFSG2 SDE-DP2 SDS Bulk (50% availzbility) 8.1.0.0.0-81.15.2
DPEG4 EDE-DP4 5DS Bulk (50% avsilability) 2.1.0.0.0-81.15.2
Upgrade Settings
Upgrade IS0 SD5-5.2.0.0.0_82.2.0-x36_6&4.iso il Select the desired upgrade IS0 medis file.
Ok Cancel Rearrange Cycles
2. | Active NOAM VIP: | 1. Click Rearrange Cycles on the Upgrade screen to rearrange servers.
D Rearrange servers
in cycles
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Procedure 8. Rearrange Automated Site Upgrade Cycles

Main Menu: Administration -> Software Management -> Upgrade [Rearrange Cycles]
Cycle Available Server Free Pool
|
Server Action
1 DisrSite00S0AMO0 d
E
Server Action
DsrSite00IPFEDD =
2 DerSite00SS7MPO0
DsrSite00SS7MPOL
DsrSie00STPMPOL
T =
Server Action
DerSite00IPFEDL =
3 DsrSite00SS7MPOZ
DsrS5ie00S57MPO3
DerSite00STPMPOO
e =
]
Ok Cancel Add Cycle L\\,
2. When a server needs to be removed from cycle and needs to be added
in an existing cycle or a new cycle, do this:
1. Select the desired server in the list and click Remove from Cycle.
The server moves to the Free Pool on the right side.
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Procedure 8. Rearrange Automated Site Upgrade Cycles

Main Menu: Administration -> Software Management ->» Upgrade [Rearrange Cycles]

Cycle Available Server Free Pool

DerSite00S57MPOZ ;I

DsrSite00S57MPOL
Server Action

DsrSite00S0AMO0 ;I

Server Action

DsrSite00IPFEDD =

2 DsrSite00SS7MPOD

DerSite00STPMPOL
DsrSite00DAMPO2

~|
P b0 RADOT _I i

Server Action
DsrSite00IPFEDL E
3 DsrSiel0SS7MPO3

DsrSite00STPMPOO
DsrSite00DANMPO3

Cancel Add Cycle [}

2. Add the servers in Free Pool to another existing cycle or new cycle.

The next step describes how to add a new cycle, if required.

If there is no need to add a new cycle, then steps to rearrange the cycle are
complete.
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Procedure 8. Rearrange Automated Site Upgrade Cycles

3. | Active NOAM VIP:
[] Add new cycle (If
required)

1. Click Add Cycle.

Main Menu: Administration -» Software Management -> Upgrade [Rearrange Cycles]

Server
DerSite00IPFEQD
2 DerSite00S57MPO0

DerSite00STPMPOL
DerSite00DAMPOZ

nnnnnnnnnnnnnnn

DsrSiteODIPFENL

3 DsrSite0NSS7MPOS
DsrSite DS TRMPOD
DsrSite0nDAMPO3

Server

DerSite00557MP02

Server

DsrSite00SS7MPOL

Server

Ok Cancel

After adding new cycle, servers available in free pool can be added in

new cycle.
2. Click OK.

Action

Action

Action

Action

Action

=

9.1.4 Perform Health Check (Post Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the SDS network and servers.

I:I Execute SDS Health Check procedures as specified in Appendix A.
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9.2 SOAM Upgrade Execution (Manual and Automated Server Group)

Call My Oracle Support (MOS) and inform them of your plans to upgrade this system before executing
this upgrade.

Refer to Appendix T for information on contacting My Oracle Support (MOS).

Before upgrading, users must perform the system Health Check in Appendix A. This check ensures the
system to be upgraded is in an upgrade-ready state. Performing the system health check determines
which alarms are present in the system and if the upgrade can proceed with alarms.

WARNING!

If there are servers in the system, which are not in a Normal state, these servers should be brought to
the Normal or Application Disabled state before the upgrade process starts. The sequence of
upgrade is such that servers providing support services to other servers are upgraded first.

WARNING!

If a procedural step fails to execute successfully or fails to receive the desired output, STOP the
procedure. It is recommended to contact MOS for assistance before attempting to continue.

Procedure completion times shown are estimates. Times may vary due to differences in database
size, user experience, and user preparation.

Where possible, command response outputs are shown as accurately as possible. EXCEPTIONS are
as follows:

e Session banner information such as time and date.

e System-specific configuration information such as hardware locations, IP addresses, and
hostnames.

¢ ANY information marked with XXXX or YYYY. Where appropriate, instructions are provided to
determine what output should be expected in place of XXXX or YYYY.

e Aesthetic differences unrelated to functionality such as browser attributes: window size, colors,
toolbars, and button layouts.

After completing each step and at each point where data is recorded from the screen, the technician
performing the upgrade marks the provided checkbox. For procedures, which are executed multiple
times, a mark can be made below the checkbox (in the same column) for each additional iteration that
the step is executed.

Retention of captured data is required as a future support reference if this procedure is executed by
someone other than Oracle’s Customer Care Center.

Note: For large systems containing multiple signaling network elements, it may not be feasible to apply
the software upgrade to every network element within a single maintenance window.

9.2.1 Perform Health Check (SOAM Pre-Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the entire SDS network and servers. This may be executed multiple times, but must also be executed at
least once within the period of 24-36 hours before starting a maintenance window.

I:I Execute SDS Health Check procedures as specified in Appendix A.
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9.2.2 Upgrade SOAM

The following procedure details how to upgrade SDS SOAM sites.

@ Caution

When upgrading an SDS topology, it is permissible to upgrade multiple
SOAM sites in parallel. However, every attempt should be made to
avoid upgrading mated SOAM sites in the same maintenace window.

Procedure 9.

Upgrade SOAM

servers

1. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[]] Login Appendix A.
2. | Primary SDS 1. Navigate to Status & Manage > HA.
[ ]| NOAM VIP . .
(GUI): Record 2. Click Filter.
name of the. Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)
SOAM NE site g & Main Menu - .
3 @ Administration Main Menu: Status & Manage -> HA
y @ Configuration .
: Filter =
: i Alarms & Events
3 M Se Applicati Max
5 @& Status & Manage Hostname 332 HA onHA  Allowed 'I:'I::e D
. i [l Network Elements b ol
dis3-sds-a  Active 005 Active dis3-sds-b
dts3-sds-b Standby 0OO0S Active dts3-sds-a
dts3-sds-a
dts3-qs-1 Obsemver 005 Dbserver o cdsp
3. Using the information provided in section 3.1.2 Logins, Passwords, and Site
Information, record the name of the SOAM NE site.
SOAM NE:
3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[1| NOAM VIP: List Information, select the primary SDS SOAM Network Element from the

Scope field.

2. Click Go.
Filter
Scope: | sds_soam v | |- Server Group - v Reset |
Server Role: | _ 4. v
Display Filter: | _ pjgpne - v = v
G|

Page | 67

E88971-01




SDS Software Upgrade Guide

Procedure 9.

Upgrade SOAM

4. | Primary SDS Identify each server by Hostname, Server Role, and OAM HA Role and record
[ ]| NOAM VIP: the name of each server.
Identify servers
and record server Applicati  Max Mate
names Hostname [R)‘;‘g e on HA Allowed Hostname 'I‘Elztrllnvg;'t‘ Server Role
Role HA Role List
dts3-s0-a Active QoS Active dis3-so-b  sds_soam System CAM
dts3-s0-b Standby ©OOS Active dis3-so-a  sds_soam System OAM
dts3-dp-1 Active 005 Active sds_soam MP
Record the names of SOAM NE site servers:
Active SOAM Server:
Standby SOAM Server:
DP 1 Server: DP 6 Server:
DP 2 Server: DP 7 Server:
DP 3 Server: DP 8 Server:
DP 4 Server: DP 9 Server:
DP 5 Server: DP 10 Server:
5. | Primary SDS Upgrade the Standby SOAM server (as identified and recorded in step 4 of this
[ ]| NOAM VIP: procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the Note: If using the Auto Upgrade option, SOAM servers are upgraded serially
Standby SOAM (standby then active).
server
6. | Primary SDS Upgrade the Active SOAM server (as identified and recorded in step 4 of this
[]| NOAM VIP: procedure) using Appendix D Upgrade Server Administration on SDS 8.x.
Upgrade the
Active SOAM
server
Note: Up to ¥ of the installed DP servers at a SOAM site may be upgraded in parallel using the
Upgrade Server option for each individual DP server as described in Appendix D Upgrade Server
Administration on SDS 8.x.
7. | Primary SDS Upgrade up to %2 (for example, 1 of 2, 2 of 4, etc.) of the DP server(s) (as
[]| NOAM VIP: identified and recorded in step 4 of this procedure) in parallel usng the Upgrade
Upgrade up to %2 | Server option for each DP server as described in Appendix D Upgrade Server
of the installed Administration on SDS 8.x.
DP servers in
parallel
8. | Primary SDS Upgrade all remaining DP Servers in this SOAM NE site (as identified and
[ ]| NOAM VIP: recorded in step 4 of this procedure) in parallel usng the Upgrade Server option
Upgrade all for each DP server as described in Appendix D Upgrade Server Administration
remaining DP on SDS 8.x..
servers
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9.2.3 Perform Health Check (SOAM Post Upgrade)

This procedure is part of software upgrade preparation and is used to determine the health and status of
the SDS network and servers.

I:I Execute SDS Health Check procedures as specified in Appendix A.

9.3 Post Upgrade Procedures

This section contains procedures that are executed after all servers have been upgraded.
To update the SOAM VM profile to support 1 billion subscribers, follow the procedures in Appendix J Add
New SOAM Profile on Existing VM.

9.3.1 Accept the Upgrade

The upgrade needs either to be accepted or rejected before any subsequent upgrades may be performed
in the future.

Event ID: 32532 Server Upgrade Pending Accept/Reject displays for each server until Accept or
Reject is performed.

The user should also be aware that Upgrade Acceptance prevents any

An upgrade should be Accepted only after all servers in the SDS topology
@ STO P have successfully completed upgrade to the target release.
possibility of backout to the previous release!!!

Procedure 10. Accept the Upgrade

1. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[]] Login Appendix A.
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Procedure 10. Accept the Upgrade

2.
[

Primary SDS
NOAM VIP:
Accept the
upgrade

1. Navigate to Administration > Software Management > Upgrade.

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAME&P)

= L Main Menu
& & Administration Main Menu: Administration -> So

i General Options
s Tasks ~

B Access Control
ﬂ & Software Management

] NO_rlghnc_grp DF_florence_DF_01_agrp

B Versions

i = Upgrade State oA
_JUporad Hostname
B Remote Servers Server Status Ap

2. Select the Server Group tab containing the server(s) to Accept the upgrade.
3. Press and hold the Ctrl key to select multiple server(s) in the server group.
4. Click Accept.

Note: If you are upgrading from a release prior to SDS 7.1 and upgrade to
release 7.1 or later, DNS port needs to be enabled. Refer to Appendix N
for more information.

Main Menu: Administration -> Software Management -> Upgrade

Tasks ~

L uai_DP_01_grp DF_kauai_DF_02_grp DPF_turks_DP_01_grp DF_turks_DF_02_grp MNO_mrsvnc_grp
Upgrade State OAM Max HA Role Server Role Function A ppTCatoN Version

Hostname
Server Status Appl Max HA Role MNetwork Element Upgrade IS0
Accept or Reject Observer Cuery Server Qs 7.1.0.0.0-717.0
gs-mrsvnc
MN/A NO_MRSWVNC 5DS-7.1.0.00_71.7
Accept or Reject Standby Metwork CAMEP DR OAMEP  7.1.0.0.0-71.7.0
sds-mrsvnc-a
MN/A NO_MRSWVNC 5DS-7.1.0.00_71.7
[ | Acceptor Reject Acive Network OAM&P DR OAM&P 7.1.0.00-717.0
1 sds-mrsvnc-b i
H 1 MN/A NO_MRSWVNC 5DS-7.1.0.00_71.7
Backup || Backup All || Upgrade Server Report || Report All
[ Accept upgrade on the selected server(s) in the active server group tab.
Copyri
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3.
[

Primary SDS
NOAM VIP:
Monitor status

Click OK to confim.

The page at https://10.240.241.66 says:

| WARNING: Selecting OK will result in the selected servers
being set to ACCEPT for their upgrade modes. Once
accepted, the servers will NOT be able to revert back to

their previous image states.
Accept the upgrade for the following servers?

gs-mrsvnc (2001:dbE8:0:241::63), sds-mrsvnc-a ( i
2001:db8:0:241:260), sds-mrsvnc-b (2001:db8:0:241:61)

.

T —

Cancel

The Upgrade State changes to Accepting.

Main Menu: Administration -> Software Management -> Upgrade

[ Fiter ~]|

Info v|

Hostname

g5-mrsvnc

sds-mrsvnc-a

sds-mrsvnc-b

L NO_mrsvnc_grp

DF_florence_DP_01_grp DF_florence_DP_02_qgrp DF_kauai_DP_01_g

Tasks -

Upgrade State OAM Max HA Role Server Role Function A
Status Appl Max HA Role Network Element |
Observer Query Server Qs 1

MNorm N/A NO_MRSWVNC g
Accepting Standby Network OAMEP DR OAME&F T
N/A NO_MRSWNC 9

Accepting Active Network OAMEP DR OAMEF 1
N/A NO_MRSWVNC E

The banner displays an Upgrade has been accepted on . . . each server.

Main Menu: Administration -> Software Management

Info n>|| Tasks ~
)

1 NO_mr

Hostname

Info

O

+ Upgrade has been accepted on server 'gs-mrsvnc’
+ Upgrade has been accepted on server 'sds-mrsvnc-a°
+ Upgrade has been accepted on senver 'sds-mrsvnc-b’
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Procedure 10. Accept the Upgrade

4. | Primary SDS The Upgrade State changes to Backup Needed.
[ ]| NOAM VIP:
Monitor status

Main Menu: Administration -> Software Management -> Upgrade

Info = Tasks -

NO_mrsvnc_grp DF_florence_DP_01_qgrp DP_florence_DP_02_qrp DP_kauai_DP_01_gr

Upgrade State OAM Max HA Role Server Role Function A
Hostname
Appl Max HA Role MNetwork Element ul
Observer Query Server Qs 7
gs-mrsvnc
A NO_MRSVNC
Standby Metwork OAMEP DR OAMER 7
sds-mrsvnc-a
A NO_MRSVNC
Active Metwork DAMEP DR OAMER 7
sds-mrsvnc-b
MiA NO_MRSVNC

Important: The Backup Needed Upgrade State is expected to remain until the
next software upgrade is performed. DO NOT re-run COMCOL
backups except when directed to do so during the upgrade process.

Accepting of upgrade may take several minutes. Do not try to
WA RN I N G accept again or an improper upgrade accepting states in the

Server Upgrade States” column on the Upgrade Administration

screen.
. | Primary SDS Repeat steps 2 — 4 of this procedure for each additional Server Group tab until
D NOAM VIP: the upgrade has been accepted on all servers in the SDS topology.
Repeat for each
remaining server
group
6. | Primary SDS 1. Navigate to Alarms & Events > View Active.
[]| NOAM VIP:
Verify upgrade Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMEP)
acceptance B 2 Main Menu

@ Administration Main Menu: Alarms & Events -> View A
il Configuration i
R — Tasks ~
Y icoctivd

B View History
- B View Trap Log Seq#
i Security Log Alarm Text
im Status & Manage
i Measurements

NO_mrsvnc_grp NO_rlghnc_grp S0 _florence_arp

Event ID Timestamp

2. Verify the Event ID: 32532 Server Upgrade Pending Accept/Reject alarm
no longer displays for any server in the SDS topology.
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9.3.2 SOAM VM Profile Update

C-class deployments are required to update the SOAM VM profile after upgrading to SDS release 7.2 and
later. The updated profile allocates additional resources required to support expanded subscriber
capacity. The profile update is to be applied only after the upgrade has been accepted (Procedure 10).

e The SOAM VM profile update applies only to SDS 7.2 and later.

e The SOAM VM profile update can be applied only after the upgrade to SDS 7.2/7.3/8.0/8.1 has been
accepted.

e The SOAM VM profile update does not apply to VE-DSR and cloud deployments.

Appendix J is an independent procedure and may be executed at any time after the upgrade has been
accepted. Itis recommended that the customer schedule a separate maintenance window for
implementation of the new SOAM VM profile.

I:I To update the SOAM VM profile to support 1 billion subscribers, execute Appendix J; otherwise,
skip this step.

10. Recovery Procedures

Upgrade procedure recovery issues should be directed to the Oracle’s Tekelec Customer Care. Before
executing any of these procedures, refer to Appendix T for information on contacting My Oracle Support
(MOS). Persons performing the upgrade should be familiar with these documents.

Recovery procedures are covered under the Disaster Recovery Guide. Execute this section only if there
is a problem and it is desired to revert back to the pre-upgrade version of the software.

It is recommended to contact My Oracle Support (MOS) before

performing these backout procedures.
WA R N I N G Note: Refer to Appendix T for information on contacting My
Oracle Support (MOS).

Backout procedures cause traffic loss!

Note: These recovery procedures are provided for the backout of an upgrade only (for examplle, for the
backout from a failed target release to the previously installed release).

Backout of an initial installation is not supported!

enabled, then upgrade the DSR nodes first before upgrading the SDS
nodes.

SDS Upgrade
@ Cau t| O n If the customer deployment has both the FABR and PCA features

10.1 Backout Setup

Identify IP addresses of all servers that need to be backed out.

1. Navigate to Administration > Software Management > Upgrade.

2. Based on the Application Version column, identify all the hostnames that need to be backed out.
3. Navigate to Configuration > Servers.

4. Identify the IMI IP addresses of all the hostnames identified in step 2. These are required to access
the server when performing the backout.
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The reason to execute a backout has a direct impact on any additional backout preparation that must be
done. The backout procedure causes traffic loss. Since all possible reasons cannot be predicted ahead
of time, contact My Oracle Support (MOS) as stated in the Warning box above.

Note: Verify the two backup archive files created in using Procedure 4 Full Database Backup (PROV
and COMCOL Env for All Servers are present on every server that is to be backed-out.

These archive files are located in the /var/TKLC/db/filemgmt directory and have different filenames from
other database backup files.

The filenames have the following format:
e Backup.<application>.<server>.FullDBParts.<role>.<date_time>.UPG.tar.bz2

e Backup. <application>.<server>.FullRunEnv.<role>.<date_time>.UPG.tar.bz2

10.2 Perform Backout

The following procedures to perform a backout can only be executed once all necessary corrective setup
steps have been taken to prepare for the backout. Contact the Oracle Customer Care Center as stated in
the Warning box above to identify if all corrective setup steps have been taken.

During the backout, the servers may have some or all of the following expected alarms until the server is
completely backed out, but are not limited to Event IDs:

e Alarm ID = 31283 (Highly available server failed to receive mate heartbeats)
e Alarm ID = 31109 (Topology config error)

e Alarm ID = 31114 (DB Replication over SOAP has failed)

e Alarm ID = 31106 (DB Merge To Parent Failure)

e Alarm ID = 31134 (DB replication to slave failure)

e Alarm ID = 31102 (DB replication from master failure)

e Alarm ID = 31282 (HA management fault)

10.2.1 Back Out the SOAM

The following procedure details how to perform software backout for servers in the SOAM NE.

Procedure 11. Back Out the SOAM

1. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[ ]| primary SDS Appendix A.
NOAM GUI
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Procedure 11. Back Out the SOAM

2. | Primary SDS 1. Navigate to Status & Manage > HA.
[ ]| NOAM VIP . .
(GUI): Record 2. Click Filter.
name of the Connected using VIP to dts3-sds-a (ACTIVE NETWORK DAME&P)
SOAM NE site B & Main Menu - _
8 Administration Main Menu: Status & Manage -> HA
i Configuration
Applicati Max
Hostname Lol i on HA Allowed M_ate 1T
_____ Role  Role  HARole St
dis3-sds-a  Aclive 00s Active dis3-sds-b
dts3-sds-b Standby 0O0S Active dts3-sds-a
dis3-sds-a
. diz3-gs-1 Observer 00S Observer dts3-sds-b
3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[ ]| NOAM VIP: List Information, select the primary SDS SOAM Network Element from the
servers Scope field.
2. Click Go.
Filter
Scope: | sds spam ¥ | |- Server Group - v Reset |
Server Role: |_ 4 - v
Display Filter: | _ pjope - v = v
Go |
4. | Primary SDS Identify each server by Hostname, Server Role, and OAM HA Role and record
[ ]| NOAM VIP: the name of each server.

Identify servers

and record server Hostname sl g#ﬂ::a“ Eﬁ;wed ﬂgﬁname AR Server Role
names Role  Rpole  HARole List Element
dts3-s0-a Active 00s Artive dis3-so-b  sds_soam System OAM
dis3-s0-b Standby QOS5 Artive dis3-sp-a  sds_soam System OAM
dis3-dp-1 Active 00s Active sds_soam P
Record the names of SOAM NE site servers:
Active SOAM Server:
Standby SOAM Server:
DP 1 Server: DP 6 Server:
DP 2 Server: DP 7 Server:
DP 3 Server: DP 8 Server:
DP 4 Server: DP 9 Server:
DP 5 Server: DP 10 Server:
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Procedure 11. Back Out the SOAM

5. | Primary SDS Downgrade DP 1 server (as identified and recorded in step 4 of this procedure)
[ ]| NOAM VIP: using Appendix E Back Out a Single Server.
Downgrade DP 1
Server
6. | Primary SDS Downgrade all remaining DP servers in serial or parallel (as identified and
[]| NOAM VIP: recorded in step 4 of this procedure) using Appendix E Back Out a Single
Downgrade all Server.
remaining DP Repeat this step until all DP servers requiring the downgrade within this SOAM
servers in this NE site have been backed out.
SOAM NE site
7. | Primary SDS Downgrade the Standby SOAM server (as identified and recorded in step 4 of
[ ]| NOAM VIP: this procedure) using Appendix E Back Out a Single Server.
gfwg%raggm\eﬂ During the backout, the servers may have the following expected alarms:
se?\;]er y e Alarm ID = 31114 (DB replication over SOAP has failed)

e Alarm ID = 31282 (HA management fault)

@ WARNING

Do not proceed with the next step until steps 5 through 7 of this
procedure have been successfully completed.

8. | Primary SDS Downgrade the Active SOAM server (as identified and recorded in step 4 of this
[] | NOAM VIP: procedure) using Appendix E Back Out a Single Server.
Downgrade the
Active SOAM
Server
9. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[] | primary SDS Appendix A.
NOAM GUI
10. | SOAM VIP 1. Navigate to Status & Manage > Database.
[] | (GUI): Enable

site provisioning

Connected using VIP to molnc01ldsr07obavpOv5 (ACTIVE SYSTEM DAM) - Site Provisioning disabled
B 2 Main Menu

[ —— Main Menu: Status & Manage -> Database

3 @ Configuration
5 @ Alarms & Events

Network Elem

SO_MOINC —molncUZdsrUgobavpUve  System UAM  Sfandby OUS
SO_MOINC  molnc01dsr02dpa MP Active 00s
SO_MOINC  molnc02dsr02dpa MP Active 00s
SO_MOINC  mo1nc01dsrO7obavpOvs System OAM  Active 003

2. Click Enable Site Provisioning.

Enable Sitﬁ Provisioning

]

3. Click OK to confirm.

Report
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Procedure 11. Back Out the SOAM

11.

[

SOAM VIP: Log
out

Click Logout to log out of the SOAM GUI.
-\,‘.'--m > \ . T | ]

Welcome guiadmin [L_o‘b uf]

Primary SDS
NOAM VIP:
Execute
downgrade for
the remaining

Repeat all above steps of this procedure for the remaining SOAM NE site(s) (as
identified and recorded in section 3.1.2) until all SOAM NE site(s) requiring the
downgrade have been backed out.

SOAM NE

site(s)
13. | Primary SDS Execute Health Check procedures (Post Backout) as specified in Appendix A, if
[] | NOAM VIP: backout procedures have been completed for all required servers.

Execute health
check at this
time only if no
other servers
require the
downgrade;
otherwise,
proceed with the
next backout
procedure

10.2.2 Back Out the DR SDS NOAM

The following procedure details how to perform software backout for servers in the DR SDS NOAM NE.

The order of the backout for the primary NOAM NE and DR NOAM
WA R N I N G NE needs to be followed as shown in Table 9. See section 3.7 for

more details before proceeding.

Procedure 12. Back Out the DR SDS NOAM

1.
[]

SDS NOAM GUI:
Login

Use the VIP address to access the primary SDS NOAM GUI as described in
Appendix A.
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Procedure 12. Back Out the DR SDS NOAM

2. | Primary SDS 1. Navigate to Status & Manage > HA.
[ ]| NOAM VIP: Record . .
name of DR SDS 2. Click Filter.
NE site Connected using VIP to dts3-sds-a (ACTIVE NETWORK DAM&P)
g & Main Menu - .
'. AT E R Main Menu: Status & Manage -> HA
s Configuration .
g Filter ~
ms & Events
Applicati Max
Hostname g::': i on HA Allowed t‘i::e 1R
Role HA Role
dis3-sds-a  Active 00s Active dis 3-sds-b
dts3-sds-b Standby 0QO0S Active dts3-sds-a
dts3-qs-1 Obszerver 00S Observer $§i§gg:§
3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[ ]| NOAM VIP: List Information, select the DR SDS Network Element from the Scope field.
Servers 2. Click Go.
Filter
Scope: | ETNIEIT I - Reset
Server Role: _Al- -
Display Filter: _ Mone - -
4. | Primary SDS Identify each server by Hostname, Server Role, and OAM HA Role and
[ ]| NOAM VIP: Identify | record the name of each server.
servers and record
Appli
server names
Hostname N :I?;wed :g;fname Network Server Role
Role n HA : Element
R HA Role  List
ole
dis3-sds-a  Active 0035 Active dts3-sds-b sds_noamp Metwork OAMEP
dts3-sds-b  Standby 003 Active dts3-sds-a  sds_noamp Metwork OAMEP
dts3-sds-a
dts3-qs-1 Observer O03 Observer dts3-5ds-b sds_noamp Cluery Server
Record the names of primary DR SDS NE site servers:
Active DR SDS NOAM:
Standby DR SDS NOAM:
DR SDS Query Server (if equipped):
5. | Primary SDS Downgrade the Standby DR SDS NOAM server (as identified and recorded
[]| NOAM VIP: in step 4 of this procedure) using Appendix E Back Out a Single Server.

Downgrade DR SDS
Standby server
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Procedure 12. Back Out the DR SDS NOAM

been successfully completed.

@ WA RN I N G Do not proceed with the next step until step 5 of this procedure has

Note:

The next 2 steps of this procedure may be executed in parallel using the Upgrade Server option.

6.

Primary SDS NOAM

Downgrade the DR SDS Query server (as identified and recorded in step 4

[ ]| VIP: Downgrade DR of this procedure) using Appendix E Back Out a Single Server.

SDS Query server
7. | Primary SDS NOAM Downgrade the Active DR SDS server (as identified and recorded in step 4
[ ]| VIP: Downgrade of this procedure) using Appendix E Back Out a Single Server.

Active DR SDS server | |mportant: This causes an HA activity failover to the mate DR SDS server.

This happens a couple minutes after initiating the upgrade.

8. | Primary SDS NOAM Execute Health Check procedures (Post Backout) as specified in Appendix
[]| VIP: Execute health A, if backout procedures have been completed for all required servers.

check at this time only
if no other servers
require the
downgrade;
otherwise, proceed
with the next backout
procedure

10.2.3 Back Out the Primary SDS NOAM

The following procedure details how to perform software backout for servers in the primary SDS NOAM

NE.

The order of the backout for the primary NOAM NE and DR NOAM
WA R N I N G NE needs to be followed as shown in Table 9. See section 3.7 for

more details before proceeding.

Procedure 13. Back Out Primary SDS NOAM

1.
[

Access the Use the VIP address to access the primary SDS NOAM GUI as described in
primary SDS Appendix A.
NOAM GUI
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2. | Primary SDS 1. Navigate to Status & Manage > HA.
NOAM VIP . .
U 2. Click Filter.
Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)
1ain Menu - _
@ Administration Main Menu: Status & Manage -> HA
B Configuration -
Filter -
3 @m Alarms & Events
B Security Log Applicati Max
B & Status & Manage Hostname g(':: HA onHA  Allowed E::e D
: [Bj Network Elements Role HA Role
dis3-sds-a  Aclive 00s Active dis3-sds-b
dts3-sds-b Standby 0O0S Active dts3-sds-a
dts3-qs-1 Obsemver 00S Obsemver $§;§g§:g
3. | Primary SDS 1. Using the information provided in section 3.1.2, Logins, Passwords, and Site
[ ]| NOAM VIP: Information, select the primary SDS Network Element from the Scope field.
Locate the .
primary SDS 2. Click Go.
NOAM NE Filter
Scope: | FTSTETINNN - Reset
Server Role:  _ All - -
Display Filter: Mone - -
4. | Primary SDS Identify each server by Hostname, Server Role, and OAM HA Role and record
[]1| NOAM VIP: the name of each server.

Identify servers
and record server
names

Main Menu: Status & Manage -> HA (Filtered)

. Max
Hostname s Lo Il Allowed Mate Hostname List  Network Element §
Role HA Role
HA Role
sds-righnc-a Active 00s Active sds-righnc-h NO_RLGHMNC N
sds-rlghne-b Standby 00s Active sds-righnc-a NO_RLGHMC N
sds-righnc-a
qs-righnc Observer 00S Observer sds-righnc-b NO_RLGHNC Q

Active Primary SDS NOAM:
Standby Primary SDS NOAM:
Primary SDS Query Server (if equipped):
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5. | Primary SDS Downgrade Standby Primary SDS NOAM server (as identified and recorded in
[ ]| NOAM VIP: step 4 of this procedure) using Appendix E Back Out a Single Server.
Downgrade the
Standby
Primary SDS
NOAM server
6. | Primary SDS Use the VIP address to log into the active primary SDS NOAM with the admusr
[ ]| NOAM VIP (CLI): | account.

Access the active
primary SDS
NOAM

CentOS release 5.7 (Final)

Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86_ 64
sds-rlghnc-a login: admusr
Password: <admusr password>
*»** TRUNCATED OUTPUT ***
RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpcommo
n:/usr/TKLC/comagent-gui:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00

[admusr@sds-rlghnc-a ~1$
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7. | Primary SDS 1. Verify the DbReplication status is Active for the Standby Primary SDS
[ ]| NOAM VIP: NOAM and Query Server, if equipped.
Verify status [admusr@sds-rlghnc-a ~]$ sudo irepstat -w
-— Policy 0 ActStb [DbReplication]
AA To sds-rlghnc-b Active 0 0.25 1%R 0.05%cpu 47B/s
AA To (gs-rlghnc Active 0 0.25 1%R 0.05%cpu 56B/s
AA To sds-mrsvnc-a Active 0 0.50 1%R 0.04%cpu 47B/s
AB To kauai-sds-SO-b Active 0 0.50 1%R 0.04%cpu 63B/s
AB To florence-sds-SO-a Active 0 0.51 1%R 0.03%cpu 65B/s
AB To turks-sds-SO-b Active 0 0.50 1%R 0.04%cpu 65B/s
irepstat ( 8 lines) (h)elp
2. If aDbReplication status is Audit is received, then repeat the command
until Active is returned.
Important: Do not proceed until the status is Active.
Check Replication is showing Active for Standby Primary SDS
NOAM, Query Server, Active DR SDS NOAM and Standby DR
SDS NOAM (if equipped).
3. Repeat the step until the status is Active for all the mentioned servers.
Important: If a DbReplication status is received as Audit or some other
value for these servers, repeat this step until a status of Active
is returned. Servers are:
e Standby Primary SDS NOAM
e Query Server
e Active DR SDS NOAM
e Standby DR SDS NOAM
4. If required, contact My Oracle Support (MOS) for any assistance.
8. | Primary SDS Exit the CLI for the Active Primary SDS NOAM.
[ ]| NOAM VIP: Exit [admusr@sds-rlghnc-a filemgmt]$ exit
CLlI 1
ogout
Note: The next 2 steps of this procedure may be executed in parallel.
9. | Primary SDS Downgrade Primary Query server (as identified and recorded in step 4 of this
[1 | NOAM VIP: procedure) using Appendix E Back Out a Single Server.
Downgrade
Primary SDS
Query server
10. | Primary SDS Downgrade Active Primary SDS NOAM server (as identified and recorded in
[1 | NOAM VIP: step 4 of this procedure) using Appendix E Back Out a Single Server.
Downgrade Important: This causes an HA activity failover to the mate primary SDS NOAM
Primary SDS server. This occurs within a few minutes of initiating the upgrade.
Active server.
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11. | Allow system to | Wait up to 10 minutes for Alarms associated with server backout to auto-clear.

[] | auto-clear Important: If PDB Relay was recorded as Enabled in Appendix E, step 7 then
temporary alarm Event 14189 (pdbRelay Time Lag) may persist for several hours
states post upgrade. This alarm can safely be ignored and automatically
clears when the PDBI (HLRR) queue catches up with real-time
replication.

12. | Execute Health Execute Health Check procedures (Post Backout) as specified in Appendix A, if
[] | Check downgrade procedures have been completed for all required servers.

Appendix A Access the OAM GUI Using the VIP (NOAM/SOAM)

This procedure describes how to access and log into the NOAM GUI.

Procedure 14. Access the OAM GUI Using the VIP (NOAM/SOAM)

1. | OAM VIP (GUI): Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and
[ ]| Log into the OAM connect to the XMI virtual IP address (VIP) assigned to the OAM site (primary
site SDS site or SOAM site.

If a certificate error is received, click on the Continue to this website (not
recommended) link.

@-\'?,- < |E. https:/)

ﬁ? "1";11\? I @ Certificate Error: Mavigation Blocked I l

'.:5{-
l—.@ There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

@' Continue to this website (not recommended).

® More information

Note: Not applicable for cloud deployments
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Procedure 14. Access the OAM GUI Using the VIP (NOAM/SOAM)

2. | OAM VIP (GUI): Login using the default user and password.
S| e ORACLE
Oracle System Login
Fri Feb 28 16:53:37 2014 EST
LogIn
Enter your username and password to log in
Username: |guiadmir|
Password: [-=»s»»-
Change password
Log In
Welcome to the Oracle System Login
Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 7.0, 8.0,
or 9.0 with suppart for JavaScript and cookies.
Qracle and logo are registered sen arks of Oracle Corporation.
Copyright ® 2013 Oracle Cor n All Rights Reserved
3. | OAM VIP: Verify Verify the browser is using the VIP connected to the active OAM server.
[ ]| connection to the
active OAM server. . . . .
ORACLE Communications Diameter Signal Router Full Addres
71-7115
0 e = 0 P to d 0 3 A DR (A
B 5 Main Menu: [Main]
+ 0 0
.
+ O
.
+
+ 0 O
If source release is 8.%, the banner is at the bottom of the screen.
Successfully connected dsing INTERNALXMI to E1B4NOT70 (ACTIVE NETWORK OAMS&
Note: The message may show the connection to either a NETWORK
OAM&P or a SYSTEM OAM depending on the selected NE.
Appendix B Health Check Procedures

This procedure is part of software upgrade preparation and is used to determine the health and status of
the SDS network and servers.

Note:

If syscheck fails on any server during Pre-Upgrade Checks or in early checks stating that "cpu:

FAILURE:: No record in alarm table for FAILURE!", please see Appendix Q Workaround to
Resolve Syscheck Error for CPU Failure.
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If the 31201 - Process Not Running alarm displays, for instance, as cmsoapa, then execute Appendix R
Workaround to Fix cmsoapa Restart to solve this issue.

For release 7.2 only: if the restoretemp directory is not created in
the /var/TKLC/db/filemgmt path on each server, then create it
using this command:

$ sudo mkdir -p /var/TKLC/db/filemgmt/restoretemp
@ WARNING $ sudo chown awadmin:awadm

/var/TKLC/db/filemgmt/restoretemp

$ sudo chmod 775
/var/TKLC/db/filemgmt/restoretemp

Skipping this step leads to an upgrade failure.

Procedure 15. Health Check Procedure

1. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[ 1] Login Appendix A.
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Primary SDS
NOAM VIP:
Verify status

7
ol
ol
ol

2. Veri

1. Navigate to Status & Manage > Server.

Connected using VIP to dits3-sds-a (ACTIVE NETWORK OAM&P)

B L Main Menu

Main Menu: Status & Manage -> Server

Administration
Configuration
Alarms & Event:

Security Log
& M.;r ge Server Hostname Network Element ‘;‘?;L
dts 3-dp-1 I sds_soam Enabled
dis3-sds-a sds_noamp Enabled
dts3-sds-b sds_noamp Enabled
dis3-s0-a sds_soam Enabled
dis3-so0-b sds_soam Enabled

fy Server Status is Normal (Norm) for Alarm (Alm), Database (DB),

Reporting Status, and Processes (Proc).
Appl Reporti
Server Hostname Network Element pp Alm DB ng Proc
State
Status
dts3-dp-1 sds_soam Enabled Mofm Marm Marm Marm
dis3-sds-a sds_noamp Enabled orm Marm Morm
dts3-sds-b sds_noamp Enabled Morm Marm Marm Marm
dis3-s0-a sds_soam Enabled Morm Morm Maorm Morm
dts3-s0-b sds_soam Enabled Morm Morm Morm Morm
If any other server status displays, it appears in a colored box.
Note: Other server states include Err, Warn, Man, and Unk.
Note: Post-Upgrade, upgraded servers have an Alm status of Err due to the

Event ID (s): 32532 Server Upgrade Pending Accept/Reject expected
alarm.

This alarm displays until the upgrade is accepted and may be ignored at

this time.

Note: During any time of upgrade in case 31149- DB Late Write
Nonactive alarm is seen, please ignore it.

This alarm does not have any effect on any functionality.

If 31201 - Process Not Running alarm is getting raised for Instance as
cmsoapa then execute Appendix R Workaround to Fix cmsoapa Restart
to solve this issue.
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3. | Primary SDS

[ ]| NOAM VIP:
Verify connection
counts

1. Navigate to Communication Agent > Maintenance > Connection Status.

Connected using VIP to sds-vzwCore-a (ACTIVE NETWORK OAM&P]
=2 £ Main Menu

s Administration
i Configuration
i Alarms & Events
i Secunty Log

Main Menu: Communici

i Status & Manage Server Hame

im Measurements [+]  dpvzwCore-1
B & Communication Agent

: i Configuration [+]  dp-vzwCore-2

H £ Maintenance [+] dpvawCore-3

----- [+] dpvawCore-4

s SDS

2. Verify all Connection Counts show equivalent counts (that is, n of n
InService for Automatic or y of y InService for Configured)

Main Menu: Communication Agent -> Maintenance

server Name gg:?lr;zttilocns Count Egzﬂggﬁs Count
[+] dp-vzwCore-1 3 of 2 InService 7 of 7 InService
[+] dp-vzwCaore-2 3 of 2 InService 7 of 7 InService
[+] dp-vzwCaore-3 3 of 2 InService 7 of 7 InService
[+] dp-vzwCaore-4 3 of 2 InService 7 of 7 InService
Note: DPs show a Configured Connections Count of 1 of 2 InService for

Active/Standby configurations. This is normal and can be ignored.
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4. | Primary SDS
[ ]| NOAM VIP:
View alarm status

Navigate to Alarms & Events > View Active.

Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAME&P)

B £ Main Menu

@1 Administration Main Menu: Alarms & Events -> View Active
E Configurati
Ve rasts ~
B & Alarms & Events
: noamp_group | Soam_group
View History
EventlD Timestamp Severity Pr
Seq#
Alarm Text Additional Infi
| Status & Manage
@1 Measurements 14104 Eg‘]r5-01-1622.21.56.707 s
B & Communication Agent 38
{ @ & Configuration Na Remate Connections ﬁEF;NFDMF‘

: Bk Domnto Caruvarc

When viewing pre-upgrade status, if any alarms are present, STOP and
contact My Oracle Support (MOS) for assistance before attempting to continue.

When viewing post-upgrade status:
Active NO server may have the following expected alarms:
Alarm ID = 10075 (Application processes have been manually stopped)
Servers that still have replication disabled have the following expected alarm:
Alarm ID = 31113 (Replication Manually Disabled)
The following alarms may also be seen:

Alarm ID = 10010 (Stateful database not yet synchronized with mate
database)

Alarm ID = 32532 (Server Upgrade Pending Accept/Reject)
Alarm ID = 31114 (DB Replication over SOAP has failed)
Alarm ID = 31225 (HA Service Start Failure)
Following alarms can be ignored during the upgrade:
Alarm ID = 31109 (Topology Config Error)
Alarm ID = 31282 (HA Management Fault)
Alarm ID = 31283 (Lost Communication with server)
Alarm ID = 31106 (DB Merge To Parent Failure)
Alarm ID = 31107 (DB Merge From Child Failure)
Alarm ID = 10009 (Config and Prov DB not yet synchronized)
Note: If Alarm 10009 persists after the upgrade, reboot the server
once using the sudo init 6 command on the effected server.

These alarms may display until all the NOAM and DR-NOAM servers upgrade
has been completed.
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5. | Primary SDS 1. Click Export.
[ ]| NOAM VIP:
Create Alarms
E R
and Events I 0o %—H et
report
2. Click OK.

Main Menu: Alarms & Events -> View Active [Export]

Attribute Value Description
* 0Once
Fifteen Minutes Select how often the data will be writ]
Export Frequency ' 'Hourly immediately. Note that the Fifteen Mi
Daily when provisioning is enabled. [Defa
Weelkly

FPeriodic exporttask name. [Required
alphanumeric, minus sign, and spac
character must not be a minus sign.)

*

Task Mame APDE Alarm Export

FPeriodic export task description. [Opf]
Description alphanumeric, minus sign, and spac
character must not be a minus sign.)

Select the minute of each hour when

Minute & x hourly or fifteen minutes. [Default =0
Selectthe time of day when the data
Time of Day 12:00 AM - weelkly. Select from 15-minute incre
AMIPM ]
Sunday
Monday
Tuesday
Selectthe day of week when the datd
SRR Wednesday [Default: Sunga'_.f.]
Thursday
Friday
Saturday

Ok| | Cancel

The name of the exported alarms CSYV file displays in the Tasks tab.

Main Menu: Alarms & Events -> View Active

Filter ~]| Tasks,»|[ Graph ~]

Tasks\—"I
MNO_mrsvnd

D Hostname Name Task State _Dased Progress
y Alarms_20150724-133705- o E
Seq# 2427 sds-rlghnc-a APDE Alarm Export completad UTC._ 2427 csv.gz 100%
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Primary SDS
NOAM VIP:
Record the
filenames

Record the filenames of alarm CSV files.

Example: Alarms<yyyymmdd>_ <hhmmss>.csv

Pre ISO Administration:
Alarms -

Post ISO Administration:
Alarms -

Pre Primary NOAM Upgrade (MW1):
Alarms -

Post DR NOAM Upgrade (MW1):
Alarms -

Pre SOAM Upgrade (MW?2):
Alarms -

Post SOAM Upgrade (MW2):
Alarms -

Pre SOAM Upgrade (MW3):
Alarms -

Post SOAM Upgrade (MW3):
Alarms -

Pre SOAM Upgrade (MW4):
Alarms -

Post SOAM Upgrade (MW4):
Alarms -

Pre SOAM Upgrade (MW5):
Alarms -

Post SOAM Upgrade (MW5):
Alarms -

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gz

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gZ

.CSV.gZ

X

Primary SDS
NOAM VIP:
Save the Alarms
and Events
report

1. Click Report.

Export l l Report %J

Main Menu: Alarms & Events -> View Active [ Report]

Main Menu: Alarms & Events -» View X
Thu Feb 02 15:59%:31 2012

NETWORK_ELEMENT: NO_NRSVNC
SERVER: =ds-mrsvnc—-a
SEQ_NUM: 2099
EVENT_NUMBER: 14101
SEVERITY: MAJOR
PRODUCT : SDS
PROCESS: xds
TYPE: FROV
INSTANCE: No XML client connection
HAME: No Remote Connections

ERR TUES

TINESTAKP: 2012-02-02 15:36:05.350 UTC

DESCR: No remote provisioning clients are connect|
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2. Click Save on the Alarms and Events report and click Save on the File

Download screen.
X

File Download

Do you want to open or save this file?

Mame: ActiveslarmsReport_2010Jul14 161008 _UTC.txt
Type: TextDocument, 1.41KB
From: 10.240.251.70

Open ][ Save RJ [ Cancel ]

i |--‘ While files from the Intemet can be useful, some files can paotentially
harm your computer. f you do not tust the source, do not open or

save this file. What's the rislc?

3. Select a directory on a local disk drive to store the active Alarms and
Events report and click Save.
7%

Save As
Sove n: | < [PETEOYH] v 03 m
I Documents and Settings

J_,.JI I Documenturm

Racant I DRIVERS
Iy Program Files

- =) Python2 6
[:} S WINDOWS
Dresbtop

My Documents

My ;"‘.mp-.ﬂa'
h Fia name: tivememsRlencrt_2010ki14_161041_UTC b [+
My Metwork  Save as fype: Teat Documant w Cancel
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8. | Primary SDS

[ ]| NOAM VIP:
Create Network
Element report

1. Before 8.x, navigate to Configuration > Network Elements.

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK DAMAP)

B £ Main Menu

o @ Administration Main Menu: Configuration

& Configuration
"

Elements

. Servic

B Resource Domains

j Hetwork Element

] sds_mrswnc

I Servers

B Server Groups —  dr_dallasi

If the release is 8.x, navigate to Configuration > Networking > Networks.

ORACLE’ oracle Communications Diameter Signaling Router 8.1.0.0.0-81.17.0

=l Main Menu
[+] 7] Administration

Main Menu: Configuration -> Networking -> Networks

[=] 4 Configuration

Warning ~
[=] iZ3 Networking
[5) Networks . . \ 4 SoAM Site?
D Devices Global | UpgradeTest_LAB_NOAM UpgradeTest_SOAM_Site2
[5] Routes
D Senices Network Name Network Type Default
[F) servers
[5) server Groups
[ Resource Domains
2. Click Report.
To create a new Metwork Elerment, upload a valid configuration file:
Browse...
o)
The Network Element Report is generated.
Main Menu: Configuration -> Network Elements [ Report]
sds Hetwork Elenent Reporxt
Report Gensrated: Wed Feb 01 15:45:11 2012 UTC
From: Active NETWORK_OAMF on host sds-mnrsvnc-a
Report Version: 3.0.0-3.0.0_10.8.1
Usar: guiadmin
Hetwork Elements Summary
HE Hame sds_mrsvnc
HE Hame dr dallastx
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9. | Primary SDS

[ ]| NOAM VIP: Download screen.
Save the
Network

Element report

v

1. Click Save on the Network Element report and click Save on the File

3

File Download

Do you want to open or save this file?

E]

Mame: NEConfig_2010Jul14_163556_UTC.txt
Type: TextDocument
From: 10.240.251.70

Open | | Save D\TH Cancel |

While files from the Intemet can be useful, some files can potentially
ham your computer. f you do not trust the source, do not open or
save this file. What s the risk?

@

and click Save.

Save As

2. Select a directory on a local disk drive to store the Network Element report

ds

Save in: | “g Local Disk (C7)

v| O F -

a5,

I Documents and Settings

__J | Documentum 3
Recert E DRIVERS
|5 Program Files
= L3 Python26
L CIWINDOWS
Desktop [£] ActiveAlarmsReport_2010Jull4_162752_UTC.bd

My Documents
My Computer
™ File name:
My Netwark Save as type:

[NECorfig_2010Jui14 163556 UITC e vl [
Lk
|Text Document v| [ Cancel
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10| Primary SDS
[ ]| NOAM VIP:
Create Servers
the report

1. Navigate to Configuration > Servers.

Conmedcbed using VIP fo sds-mrsvnc-a (ACTIVE NE TWDEE OAMEP)

2. Click Report.

Filtgr =
Hostname Roile
S8 -mirEvnC-a Mabaiods DAMAF
sds-megnc-o Fabwors DabAP

Main Menu: Configuration -> Servers

3ds

sds)

| Insert elete

Export | Repor |

rof1

serverGroupiame:
nectwerkElemencid: O

profileName:
hostname:
locatic
roie:

interfaces:

Main Menu: Configuration -> Servers [Report]

Main Menu:

Fri Aug 03 21:08:29 2012 UTC

id: 0
serverGroupld:

sds mrasvnc grp

ads_mrasvnc
/var/TKLC/appworks/profiles/HP_Rackmount.xml
sds-mrasvnc-a

¢ Morrisville NC

roleNOAMP

Configuration -> Servers [Report)
20
2
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11| Primary SDS
[ ]| NOAM VIP: screen.
Save the Servers
report
A

1. Click Save on the Servers report and click Save on the File Download

E3

File Download

Do you want to open or save this file?

E |_20101ul14_164021_UTC. txt
= Type: TextDocument, 3.88KB

From: 10.240.251.70

Open | [ Save %_][ Cancel |

Name: Serveri

While files from the Intemet can be useful, some files can potentially
harm your computer.  you do net trust the source, do not open or
save this file. What s the risk?

a

Save.

Save As

2. Select a directory on a local disk drive to store the Servers report and click

?IX

Save in: | g Local Disk (C)

v O E

a5

|5y Documents and Settings

___J |- Documentum
Recert E DRIVERS
[ Program Files
= L) Python26
[ ) WINDOWS
Desktop [Z] ActiveAlarmsReport_20100ul14_162752_UTC.bd
E] MEConfig_2010Jull4_164159_UTC.bxdt

My Documents
My Computer
File name:
My Netwaork Save as type:

[ Save

e BRI 201012 162205 UTC odfg

|Te:d Document

w | [ Cancel
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12| Primary SDS
[ ]| NOAM VIP:
Create Server

1. Navigate to Configuration > Server Groups.

Connected using VIP to sds-mrsvnc-a (ACTIVE NETWORK DAM&P)

Goups the report | | N RIS
Main Menu: Configuration -> Server Groups
| Server Group Name  : Level Parent Funciion  Serve
dp_canmc_1_gmp c S0_Canmc_gnp 505 -
drsds_dallash_grp & NOMNE 505 dr_d3
dr_dd
2. Click Report.
Insert F{epnr{[
Main Menu: Configuration -> Server Groups [ Report]
sdses S5ervey Group Report
Report Generated: Wed Feb 01 15:47:01 2012 UTC
From, Active HNETWORE_OAHF on host sds-mnrsvnc-a
Repcrt Versiom: 3.0.0-3.0.0_10.8.1
User: guiadmin
Camp ey |-1:|||I|'-\. :\.|||'|_=|J-|t!-|
sds_nrsvnc_grp
HE Hame eds_nrsvhc
I_—LI'—: ﬁ_
Farent HONE
Functicon SD
Virtual LlF Address: 010 250.055% 125
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13| Primary SDS 1. Click Save on the Server Groups report and click Save on the File

[ ]| NOAM VIP: Download screen.
Save the Server ,
Groups report File Download gl

Do you want to open or save this file?

Mame: ServerGroupConfig_2010Jul14_164021_UTC.txt
Type: TextDocument, 3.88KE
From: 10.240.251.70

Open ] [ Save %_l I Cancel ]

@

A

Print l--" While files from the Intemet can be useful, some files can potentially
k \ej harm your computer. F you do not trust the source, do not open or
L.

= save this file. What 's the rsk?

2. Select a directory on a local disk drive to store the active Server Groups
report and click Save.

Save As E

Save in: |=mp Local Disk {C:) V| a2 -

IC Documents and Settings

'_J |y Documentum
Recent E DRIVERS
I3 Frogram Files

- I Python26

F

L CYWINDOWS

Desktop [£] ActiveAlarmsReport_20100ul14_162752_UTC.bxt
E] NEConfig_2010Jull4_164159_UTC.bd

a

My Documents
My Computer
™ File name: [ Save
My Network Save as type: |Text Document v | [ Cancel
14, Provide saved If executing this procedure as a pre- or post-upgrade health check
[]]| report files to My | (HC1/HC2/HC3), provide the saved report files to Oracle’s Customer Care
Oracle Support Center for proper health check analysis:
(MOS) e Active Alarms and Events report (Appendix A, step 7)

e Network Elements report (Appendix A, step 9)
e Server report (Appendix A, step 11)
e Server Group report (Appendix A, step 13)
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15| Primary SDS 1. Navigate to Status & Manage > HA.
[ ]| NOAM VIP:
Verify OAM HA Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMS&P)
Role status 5, Main Menu
B8 Administration Main Menu: Status & Manage -> HA
i Configuration
; Filter
i Alarms & Events
i e Security Log
d OAMHA  Applicati
H ﬁ Status & Manage Hostname Role HA Role
i i [lj Network Elements
[l server sds-righnc-a Active 00S
[ =4
B oXabase sds-righnc-b Standby ~ 0OS
B kris gs-rlghne Observer  0O0S
[Bj Processes
@a Tasks sds-mrsvnc-a Standby 00s
: B Files sds-mrsvnc-h Active 00s
@ Measurements
2. Verify the OAM HA Role for all servers shows either Active or Standby.
Main Menu: Status & Manage -> HA
Host OAMHA \ Application Wi*. \ \\ . Hostname List  Network Element  Server Role
ostname Role HA Role HAO\RVgIe jate Hostname LIS {:] Tl men erver ol
sds-rlghnc-a Active 00s Active sds-righnc-b NO_RLGHNC Metwork OAMEP
sds-righnc-b Standby 0SS Active sds-righnc-a NO_RLGHNC Metyork OAMEP
ds-righnc-
qs-rlighnc Observer Qs Observer ;d;—;lgh:g—g NO_RLGHNC Query Server
sds-mrsvnc-a Standby Qs Active sds-mrsvnc-b NO_MRSWVNC Metwork OAMEP
sds-mrsvne-h Active 0S Active sds-mrsvne-a NO_MRSVNC MNetwork OAMEP
sds-mrsvnc-a
qs-mrsvnc Observer DOS Observer ST NO_MRSWVNC Query Server
turks-sds-50-a Standby Active turks-sds-50-b S0_TURKS System OAM
turks-sds-50-b Active Active turks-sds-50-a S0_TURKS System OAM
turks-DP-01 Active SO_TURKS MP
turks-DP-02 Active SO_TURKS MP
kauai-sds-50-a Active kauai-sds-S0-b S0_KAUAI System OAM
Note: An OAM HA Role shown as Observer is allowed when the server role is
Query Server.
3. Verify the OAM HA Role for all remaining servers.
16| Primary SDS Verify the “OAM HA Role” for all remaining servers on the [Main Menu: Status
[]| NOAM VIP: & Manage 2 HA] screen.

e Scroll thru each page of the [Main Menu: Status & Manage = HA] screen
until the “OAM HA Role” for has been verified for all servers in the topology.
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17,
[

Firewall
configuration for
source release
7.1.X

Firewall configuration for source release 7.1.x

Validate the DNS server before upgrading when the source release for
upgrade is 7.1.x. Refer to Appendix S to enable the DNS port.

Firewall configuration for source release 7.2.x

From DSR release 7.2, the DNS feature replaces the /etc/hosts mechanism.
If your firewall prohibits the DNS rndc dumpdb traffic from passing between
the geo-redundant sites, the DSR software will not work well after upgrading
from 7.1.x to 8.1.

To fix this, change the network firewall settings to allow the rndc dumpdb
traffic to pass between the geo-redundant sites.

Appendix C

Upgrade Server Administration on SDS 7.x

@ STOP

Unless executing parallel upgrades, DO NOT PROCEED until the Upgrade
State is Accept or Reject.

For release 7.2only: if the restoretemp directory is not created in the
Ivar/TKLC/db/filemgmt path on each server, then create it using this
command:

$ sudo mkdir -p /var/TKLC/db/filemgmt/restoretemp

$ sudo chown awadmin:awadm
/var/TKLC/db/filemgmt/restoretemp

$ sudo chmod 775 /var/TKLC/db/filemgmt/restoretemp

If an upgrade failure is experienced (that is, Upgrade State = Failed), refer to
Appendix | Recover from a Failed Upgrade.

Procedure 16. Upgrade Server Administration on SDS 7.x

Access the primary
SDS NOAM GUI

Use the VIP address to access the primary SDS NOAM GUI as described in
Appendix A.
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2. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
[ ]| NOAM VIP: Verify
status and 2. Select the Server Group tab for the server(s) to be upgraded.

application version

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAME&P)

= £ Main Menu
& & Administration Main Menu: Administration -}

B General Options
Filter - Tasks -
i Access Control

Software Management
.' i . s 1 NO_rlghnc_grp LUy _florence_DF_01
.- [ Versions

Upgrade State

Hostname
@ Remote Servers Server Status

3. Verify the Upgrade Status displays as Ready for the server(s) to be
upgraded.

4. Verify the Application Version for the server(s) is the source software
release version.

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_grp ~ DP_florence_DP_01_grp ~ DP_florence_DP_02_grp ~ DP_kauai_DP_01_grp

Host Upgrade State OAM Max HA Role Server Role Function Application Version
ostname

Server Status  Appl Max HA Role Metwork Element Upgrade IS0

Ready Active Network OAMEP OAMEP 710007160
sds-rlghnc-a

Norm NIA NO_RLGHNC

Ready Standby MNetwork DAM&EP QAMEP 1.0.0.0-716.0
sds-rlghnc-b

G MNIA NO_RLGHMNC

Ready Observer CQuery Server Qs 7.1.000-716.0
qs-righnec

Norm NIA NO_RLGHNC

If executing Server Group Auto Upgrade, then SKIP to step 4 of
this procedure.

@ CA UTION e Allowed for DR NOAM, SOAM, and DP server groups only!

If executing Single Server (or multi-selected) upgrade, then
continue with the next step of this procedure.

e Required for primary NOAM and DP server groups.
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3.
[

This step is for
single server (or
multi-selected)
upgrade only!
Primary SDS
NOAM VIP:
Upgrade
server(s)

1. Press and hold the Ctrl key to select multiple servers that need to be
upgraded.

2. Click Upgrade Server.

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_grp

DP_florence_DP_01_grp  DP_florence_DP_02_grp ~ DP_kauai_DP_01_grp

Upgrade State OAM Max HA Role Server Role
Appl Max HA Role  Network Element

Function Application Vers
Upgrade 150

7.1.000-717.0

Hostname
Server Status

Ready
Norm

Active
MIA
Standby
MNIA
Observer
MIA

MNetwork OAMEP
NO_RLGHNC
Network OAME&P
NO_RLGHNC
Query Server
NO_RLGHNC

DOAMER
sds-rlghnc-a

OAM&P  7.1.0.0.0-71.7.0

Qs 7.1.000-717.0

a4 e

| Backup || Backupﬁ( || Upgrade Server | ccept | Report || Report All
\ Loz

j Initiate upgrade on the selected server(s) or all servers in the active s

3. Select the Upgrade ISO file to use for the upgrade.
4. Click OK.

Main Menu: Administration -> Softw Management -> Upgrade []

Info -

Hostname

Action Status

OAM Max HA Role
Standby

Network Element
NO_RLGHMNC

sds-righnc-b |Upgrade

Upgrade Settings
Upgrade 150

| SDS-7.1.000_71.8.0x86_64.is0 - | Selectthe desired upgrade IS0 media file.

5. Goto step 5 of this procedure.

Note: During the server upgrade, multiple alarms are expected and can be
safely ignored. These include but are not limited to Event IDs: 10009,
10073, 10075, 31101, 31102, 31106, 31107, 31109, 31114, 31225,
31282 and 31283. These alarms may display until all NOAM and DR-

NOAM server upgrades have been completed.

Note: If Alarm 10009 persists after the upgrade, reboot the server once using

the sudo init 6 command on the effected server.

O+s

This step is for
Server Group
Auto Upgrade

1. Click Auto Upgrade.

Note: Do NOT select any servers with this option.
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only!
WARNING!

DO NOT use
the Auto
Upgrade option
when upgrading
the primary SDS
NOAM server
group.

Primary SDS
NOAM VIP:
Upgrade
servers

Main Menu: Administration -> Software Management -> Upgrade

Y uai_DP_01_grp

Hostname

gs-mrsvnc

sds-mrsvnc-a

sds-mrsvnc-b

4

Filter = Tasks -

DP_kauai_DP_02_grp  DP_turks_DP_01_grp  DP_turks_DP_02_grp  NO_mrs
Upgrade State  OAM Max HA Role Server Role Function Application Versi
Server Status  Appl Max HA Role  Network Element Upgrade 150
Ready Observer Query Server Qs 7.1.000-717.0
Norm NIA NO_MRSVNC
Ready Standby Network OAME&P DR OAM&P  7.1.0.0.0-71.7.0
Norm NIA NO_MRSVNC
Ready Active Network OAME&P DR OAM&P  7.1.0.0.0-71.7.0
Norm NIA NO_MRSVNC

Ll

[ Backup ” Backup All ” Auto Lpgrade ‘ Accept [ Report H Report All
L.

2. Select the

Bulk option.

3. Select the Upgrade ISO file to use for the upgrade.

4. Click OK.

All non-active servers are upgraded first (for example, standby, query, etc.).

Main Menu: Administration -> Software Management -> Upgr|

Info -

Hostname

qs-mrsvnc

sds-mrsvnc-a

sds-mrsvnc-b

Mode

Upgrade |30 <

Action

IUpgrade

IUpgrade

IAuto upgrade

Upgrade Settings

) Grouped Bulk

— —
SDS5-71.0.00_71.58.0-x86_64.is0 -
—— e

Status

OAM Max HA Role
Obsernver

OAM Max HA Role
Standby

OAM Max HA Role

(This server will upgrade aiter all Sta

Server group upgrade mode.

Select "Bulk™ to upgrade all non-activg
Select "Serial” to upgrade senvers ong
Select "Grouped Bulk™ to upgrade all
In all modes, the active OAM server wi

HA groups are created according to th
The non-active HA role order is spare

>e|ectthe desired upgrade 130 medi

Network Elemd
NO_MRSVNC

Network Elems
NO_MRSVMNC

Network Elems
NO_MRSVMNC

Note:

During the server upgrade, multiple alarms are expected and can be

safely ignored. These include but are not limited to Event IDs: 10009,
10073, 10075, 31101, 31102, 31106, 31107, 31109, 31114, 31225,

31282 and 31283. These alarms may display until all the NOAM and
DR-NOAM servers have been upgraded.
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If upgradlng the formerly active primary SDS NOAM server (that is,
CA UTION 2" NOAM to be upgraded), then continue with the next step of this

procedure; otherwise, skip to 9 of this procedure.

Primary SDS The user’'s GUI session ends as the active primary SDS server goes through HA
D NOAM VIP: If | failover and becomes the Standby server.
upgrading the
active primary
SDS NOAM
server, an HA
failover occurs
6. | Primary SDS | click Logout to Iog out of the SDS NOAM GUI.
[] | NOAM VIP: e
Log out
Welcome guiadmin M@ uf]
7. | Primary SDS | jayaScript libraries, images, and other objects are often modified in the upgrade.
[] NOAM VIP Browsers can sometimes cause GUI problems by holding on to the old objects in
(GUI): Clear the built-in cache. To prevent these problems, always clear the browser cache
cached data before logging into an OAM GUI that has just been upgraded:
1. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web
browsers).
2. Select the appropriate object types to delete from the cache (for example,
Temporary Internet Files, Cache, or Cached images and files, etc.).
Other browsers may label these objects differently.
3. Clear the cached data.
Note: Do NOT proceed until the browser cache has been cleared.
8. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[] | primary SDS | Appendix A.
NOAM GUI
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9.
[

Primary SDS
NOAM VIP:
Monitor status

1. Navigate to Administration > Software Management > Upgrade.

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAME&P)

B £ Main Menu
& & Administration Main Menu: Administration

. [l General Options

Filter =| Tasks ~
i Access Control

= & Software Management
© .. [l Versions

.. adel Upgrade Stat(
& ME Hostname

BB Remote Servers Server Status

2. Monitor the Upgrade State and the Status Message for the servers being
upgraded.

: WO _righnc_grp DF_florence_DF |

Main Menu: Administration -> Software Management -> Upgrade

Filter - Status Tasks -

Status

P_florence_DP_02_grp DP_kauai_DP_01_agrp DP_kauai_DR

E = (One or more server upgrades started TR
_____ Role Function eream Start Time Fi
Hostname = —
erver ppl Max
Status HA Role Network Element Upgrade 150 Status Message
Ready Active MNetwork OAM&P  OAM&P  7.1.0.0.0-71.7.0
sds-righnc-a

| Err N MO_RLGHNC

Upgrading ) IS Network OAM&P  OAM&P  7.1.0.0.0-71.8.0 ﬁ%aoa-na p22
Sl SDS-7.1.0.0.0_7
Lnk MIA NO_RLGHNC B.U-XBS_.ﬁr.l.i.so_ Upgrade is in progress

Ready Observer Query Server Qs 7.1.000-717.0

as-righnc | Err N NO_RLGHNC

As the upgrade executes, the following states can be observed:

Sequence | Upgrade State Status Message
1 Pending Pending upgrade
2 Preparing Upgrade task started
3 Validating Validating upgrade 1SO image
4 Upgrading Upgrade is in progress
5 Rebooting Warn: failed to get TPD task state, server
could be rebooting
Not Ready Success: Upgraded server to new 1ISO
7 Accept of Reject | Success: Server upgrade is complete

Note: Some states may transition faster than the screen refresh rate and
appear to skip.

Note: In the unlikely event SDS fails to restart after the upgrade, the Upgrade
State will be Backout Ready and the Status Message displays Server
could not restart the application to complete the upgrade. Perform
Appendix K to restore the server to full operational status and return to
this procedure to continue the upgrade.
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10.| Primary SDS View post-upgrade status of the server(s). Post-upgrade, upgraded servers
[] | NOAM VIP: View | have the Event ID (s): 32532 (Server Upgrade Pending Accept/Reject)
post-upgrade expected alarm.
status
11.| Server CLI: After a successful upgrade has been verified, access the server on command
[] | Update the tuned | line (using SSH or console) and update the tuned profile:
profile $ sudo /usr/TKLC/sds/bin/sdsSharedMemTuned.sh

Verify whether the tuned profile has been successfully set to comcol_app:
$ sudo tuned-adm active

Sample Output:
[admusr@SOAM1 ~]$ sudo tuned-adm active
Current active profile: comcol app

Service tuned: enabled, running

Service ktune: enabled, running

Appendix D  Upgrade Server Administration on SDS 8.x

Unless executing parallel upgrades, DO NOT PROCEED until the
Upgrade State is Accept or Reject.

For release 7.2only: if the restoretemp directory is not created in
the /var/TKLC/db/filemgmt path on each server, then create it
using this command:

$ sudo mkdir -p /var/TKLC/db/filemgmt/restoretemp
@ CAUTION

S sudo chown awadmin:awadm
/var/TKLC/db/filemgmt/restoretemp

$ sudo chmod 775
/var/TKLC/db/filemgmt/restoretemp

If an upgrade failure is experienced (that is, Upgrade State =
Failed), refer to Appendix | Recover from a Failed Upgrade

Procedure 17. Upgrade Server Administration on SDS 8.x

1. | Access the primary | Use the VIP address to access the primary SDS NOAM GUI as described in
[]| SDS NOAM GUI Appendix A.
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2. | Primary SDS

[ ]| NOAM VIP: Verify
status and
application version

1. Navigate to Administration > Software Management > Upgrade.

2. Select the Server Group tab for the server(s) to be upgraded.

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAM&P)

= £ Main Menu
B & Administration Main Menu: Administration -

.. |li General Options
Filter - Tasks -
s Access Control

. Software Management
= & ] ) - NO_rlghnc_grp DE_florence_DP_01
;i @ Versions

.. [ adel Upgrade State
& Mﬁ‘p Hostname

BB Remote Servers Server Status

3. Verify the Upgrade Status displays as Ready for the server(s) to be
upgraded.

4. Verify the Application Version for the server(s) is the source software
release version.

Main Menu: Administration -> Software Management -> Upgrade

Filter ~ Tasks -

HO_rlghnc_grp DP_florence_DP_01_grp DP_florence_DP_02_grp DP_kauai_DP_01_grp

T Upgrade State OAM Max HA Role Server Role Function Application Version
ostname

Server Status ApplMax HA Role Network Element Upgrade 150

Ready Active Metwork DAMEP OAMEF  71.000-7T16.0
sds-righnc-a

Ng MNIA NO_RLGHNC

Standby Metwork DAME&P oaMEPC 7.1.0.0.0-71.6.0

sds-rlghnec-b

™ NIA NO_RLGHNC

Ready Observer CQuery Server Qs 71.000-716.0
gs-righnc

Morm NIA NO_RLGHNC

If executing Server Group Auto Upgrade, then SKIP to step 4 of this
procedure.

If executing Single Server (or multi-selected) upgrade, then continue

@ CA UTION e Allowed for DR NOAM, SOAM, and DP server groups only!

with the next step of this procedure.
e Required for primary NOAM and DP server groups.
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3.
[

This step is for
single server (or
multi-selected)
upgrade only!

Primary SDS
NOAM VIP:
Upgrade server(s)

1. Press and hold the Ctrl key to select multiple servers that need to be
upgraded.

2. Click Upgrade Server.

Main Menu: Administration -> Software Management -> Upgrade

NO_righnc_grp

DP_florence_DP_01_grp ~ DP_florence_DP_02_grp ~ DP_kauai_DP_01_grp

Upgrade State OAM Max HA Role Server Role
Appl Max HA Role  Network Element

Function Application Vers
Upgrade 150

7.1.000-717.0

Hostname
Server Status

Ready Active
Morm MIA

MNetwork OAMEP
NO_RLGHNC
Network OAME&P
NO_RLGHNC
Query Server Qs
NO_RLGHNC

DAMEP
sds-rlghnc-a

Standby OAM&P  7.1.0.0.0-71.7.0

__________________ i Norm A

Observer 7.1.00.0-71.7.0

MNorm MNIA

a4 nm

| Backup || Backupﬁ( || Upgrade Server | ccept | Report || Report All
\ 3

j Initiate upgrade on the selected server(s) or all servers in the active s

3. Select the Upgrade ISO file to use for the upgrade.
4. Click OK.

Main Menu: Administration -> Softw Management -> Upgrade []

Info -

Hostname

Action Status

OAM Max HA Role
Standby

Network Element
NO_RLGHMNC

sds-righnc-b |Upgrade

Upgrade Settings
Upgrade IS0 | SDS-71.0.00_71.8.0x86_64.is0 - | Selectthe desired upgrade IS0 media file.

Rancel
s

During the server upgrade, multiple alarms are expected and can be
safely ignored. These include but are not limited to Event IDs: 10009,
10073, 10075, 31101, 31102, 31106, 31107, 31109, 31114, 31225,
31282 and 31283. These alarms may display until all the NOAM and
DR-NOAM servers upgrade has been completed.

5. Go to step 4 of this procedure.
Note:

Note: If Alarm 10009 persists after the upgrade, reboot the server once using

the sudo init 6 command on the effected server.

Os

This step is for
Server Group Auto
Upgrade only!

1. Click Auto Upgrade.

Note: Do NOT select any servers with this option.
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WARNING! Main Menu: Administration -> Software Management -> Upgrade

A

OptiOﬂ when Y uai_DP_01_grp  DP_kauai_DP_02_grp  DP_turks_DP_01_grp  DP_turks_DP_02_grp  NO_mrs

up_g radlng the Upgrade State  OAM Max HA Role Server Role Function Application Versi{

p”m ary SDS Hostname Server Status  Appl Max HA Role  Network Element Upgrade 1SO

NOAM server Ready Observer Query Server Qs 7.1.0.0.0-71.7.0

group. e Norm NIA NO_MRSVNC

Primary SDS Ready Standby Metwork OAM&P DR OAM&P  7.1.0.0.0-717.0

NOAM VIP: B NIA NO_MRSVNG

Upgrade servers cdemreneD Ready Active Metwork OAM&P DR OAM&P  7.1.0.0.0-71.7.0
Norm NIA NO_MRSVNC

4 1

I Backup H Backup All ” Auto |Jpgrade ‘ Accept I Report “ Report All ‘
|

2. Select the Bulk option.
3. Select the Upgrade ISO file to use for the upgrade.
4. Click OK.

All non-active servers are upgraded first (for example, standby, query, etc.).

Main Menu: Administration -> Software Management -> Upgr

Info -

Hostname Action Status
OAM Max HA Role  Network Elemd
gs-mrsvnc Upgrade Dbserver NO_MRSVNC

OAM Max HA Role  Network Elemg
Standby NO_MREVNC

sds-mrsvnc-a |Upgrade

OAM Max HA Role  Network Elemg
sds-mrsvnc-b  |Auto upgrade Active) NO_MRSVNG
(This server will upgrade after all Sta

Upgrade Settings
Server group upgrade mode.

Select "Bulk” to upgrade all non-activg
2=ETITE Select "Serial” to upgrade senvers ong

Mode m Select "Grouped Bulk to upgrade all
oupseBulk In all modes, the active OAM server wi

HA groups are created according to th
The non-active HA role order is spare
/

\
Upgrade IS SDS-7.1.u.n.a_71.s.n-xssw|emne desired upgrade IS0 medi
Cancel

Note: During the server upgrade, multiple alarms are expected and can be
safely ignored. These include but are not limited to Event IDs: 10009,
10073, 10075, 31101, 31102, 31106, 31107, 31109, 31114, 31225,
31282 and 31283. These alarms may display until all the NOAM and
DR-NOAM servers upgrade has been completed.

Note: If Alarm 10009 persists after the upgrade, reboot the server once using
the sudo init 6 command on the effected server.
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@ CAUTION

If upgrading the formerly active primary SDS NOAM server (ithat is 2"
NOAM to be upgraded), then continue with the next step of this
procedure; otherwise, SKIP to step 9 of this procedure.

Primary SDS The user’'s GUI session ends as the active primary SDS server goes through HA
D NOAM VIP: If failover and becomes the Standby server.
upgrading the
active primary SDS
NOAM server, an
HA failover occurs
6. | Primary SDS Click Logout to log out of the SDS NOAM GUI.
[]1| NOAM VIP: Log T T e
out .
‘3.:
s
Welcome guiadmin Mb uf]
7. | Primary SDS JavaScript libraries, images, and other objects are often modified in the upgrade.
[]| NOAM VIP (GUI): Browsers can sometimes cause GUI problems by holding on to the old objects in
Clear cached data | the built-in cache. To prevent these problems, always clear the browser cache
before logging into an OAM GUI that has just been upgraded:
1. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web
browsers).
2. Select the appropriate object types to delete from the cache (for example,
Temporary Internet Files, Cache, or Cached images and files, etc.).
Other browsers may label these objects differently.
3. Clear the cached data.
Note: Do NOT proceed until the browser cache has been cleared.
8. | Access the primary | Use the VIP address to access the primary SDS NOAM GUI as described in
[]| SDS NOAM GUI Appendix A.
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9.
[

Primary SDS 1.
NOAM VIP:

Monitor status
=

2.

Navigate to Administration > Software Management > Upgrade.

Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAME&P)

£ Main Menu

@ & Administration Main Menu: Administration

i

B General Options
m Access Control
= & Software Management

Tasks -

WO _righnc_grp DF_florence_DF |

Upgrade Stats
Hostname

3

B Remote Servers

Monitor the Upgrade State and the Status Message for the servers being
upgraded.

Server Status

Main Menu: Administration -> Software Management -> Upgrade
Filter - Status - Tasks -
Status
P_florence_DP_02_grp DP_kauai_DP_01_agrp DP_kauai_DH

E = One or more server upgrades started TR

_____ Role Function eream Start Time Fi
Hostname = —

enver ppl Max

Status HA Role Network Element Upgrade 150 Status Message

Ready Active Metwork OAM&P  OAM&P  7.1.0.0.0-71.7.0
sds-righnc-a

| Err N NO_RLGHNC

Upgrading ) IS Network OAMZP OAM&P  7.1.0.0.0-71.8.0 6%5’08'06 ey
e SDS-7.1.0.0.0_7

Unk MIA MNO_RLGHMNC B.U-XBS_.ﬁr.l.i.so_ Upgrade is in progress

Ready Observer Query Server Qs 7.1.000-717.0
as-righnc | Err N NO_RLGHNC

As the upgrade executes, the following states can be observed:

Note:

Sequence | Upgrade State Status Message
1 Pending Pending upgrade
2 Preparing Upgrade task started
3 Validating Validating upgrade 1SO image
4 Upgrading Upgrade is in progress
5 Rebooting Warn: failed to get TPD task state, server
could be rebooting
Not Ready Success: Upgraded server to new 1ISO
7 Accept of Reject | Success: Server upgrade is complete
Note: Some states may transition faster than the screen refresh rate and

appear to skip.

In the unlikely event SDS fails to restart after the upgrade, the Upgrade
State will be Backout Ready and the Status Message displays Server
could not restart the application to complete the upgrade. Perform
Appendix K to restore the server to full operational status and return to

this procedure to continue the upgrade.
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Unless executing parallel upgrades, DO NOT PROCEED until the

If an upgrade failure is experienced (for example, Upgrade State =

@ CA UTlON Upgrade State is Accept or Reject.

Failed), refer to Appendix | Recover from a Failed Upgrade.

. | Primary SDS View post-upgrade status of the server(s). Post-upgrade, upgraded servers
D NOAM VIP: View | have the Event ID (s): 32532 (Server Upgrade Pending Accept/Reject)
post-upgrade expected alarm.
status
11. | Server CLI: After a successful upgrade has been verified, access the server on command
[] | Update the tuned line (using SSH or console) and update the tuned profile:
profile $ sudo /usr/TKLC/sds/bin/sdsSharedMemTuned.sh
Verify whether the tuned profile has been successfully set to comcol_app:
$ sudo tuned-adm active
Sample Output:
[admusr@SOAM1 ~]$ sudo tuned-adm active
Current active profile: comcol app
Service tuned: enabled, running
Service ktune: enabled, running
Appendix E  Back Out a Single Server
Procedure 18. Back Out a Single Server
1. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
[]| NOAM VIP: .
Ensure the server 2. Select the tab containing the server(s) to be backed out.
to be 3. Verify the Upgrade State is Accept or Reject.
downgraded is in
the Accept or
Reject state
2. | Primary SDS 1. Navigate to Status & Manage > HA.
[]| NOAM VIP: Set . .
the Max Allowed Click Edit.
HA Role to 3. Select the server(s) to be backed out and select a Max Allowed HA Role value
Standby of Standby (unless it is a Query server, in which case the value should
remain set to Observer).
4. Click OK.

@ CAUTION

If downgrading the active primary SDS NOAM server, then continue
with the next step of this procedure; otherwise, skip to step 4 of this
procedure.

D

Primary SDS
NOAM VIP: If
downgrading the
active primary
SDS NOAM
server, an HA
failover occurs

The user's GUI session ends as the active primary SDS server goes through HA
failover and becomes the Standby server.

Note:

If the server being backed out is the active NOAM and an HA failover does

not happen after step 2, and the OAM HA Role of the NOAMP server to be

backed out on the HA status screen is still Active, then you have
encountered a known issue. Apply the workaround using Appendix O to
have the NOAMP HA fail over.
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4. | Primary SDS Click Logout to log out of the SDS NOAM GUI.
[ ]| NOAM VIP: Log
out
Welcome guiadmin M@ uf]
5. | Primary SDS JavaScript libraries, images, and other objects are often modified in the upgrade.
[]| NOAM VIP: Browsers can sometimes cause GUI problems by holding on to the old objects in
Clear cached the built-in cache. To prevent these problems, always clear the browser cache
data before logging into an OAM GUI that has just been upgraded:
1. Simultaneously press and hold the Ctrl, Shift, and Delete keys (most Web
browsers).
2. Select the appropriate object types to delete from the cache (for example,
Temporary Internet Files, Cache, or Cached images and files, etc.). Other
browsers may label these objects differently.
3. Clear the cached data.
Note: Do NOT proceed until the browser cache has been cleared.
6. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[]]| primary SDS Appendix A.
NOAM GUI
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7.
[

Primary SDS
NOAM VIP:
Record PDB
Relay Enabled
state

1. Navigate to SDS > Configuration > Options.

Connected using VIP to sds-aruba-a (ACTIVE NETWORK OAM&P)

B £ Main Menu ; . . .
s @8 Administration Main Menu: SDS -> Configuration -> Opti

= Configuration
= Alarms & Events
i Security Log
i Status & Manage Variable
i Measurements

Apply

. Display Command Output rd

% i Communication Agent

B & sbs Allow Connections v

SRR oL Max Transaction Size 50
B Connettions Log Provisioning Messages +

i [ NAI Hosts

2. Locate the PDB Relay Enable checkbox and record if it is checked or not
checked.

Remaote Audit Number Range Limit 1000 numbers

FDB Relay Enabled

PDB Relay Primary Remote System VIF Address 10.240.40.6

CHECKED (Yes/No)

PDB Relay Enabled

If the PDB Relay Enabled checkbox is NOT CHECKED, then skip to

If the PDB Relay Enabled checkbox is CHECKED, then continue with
@ CA UTION the next step of this procedure.

step 18 of this procedure.
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8. | Primary SDS Use the VIP address to log into the active primary SDS NOAM with the admusr
[] | NOAM VIP account.
(CLI): Access CentOS release 5.7 (Final)
thQaCUVe Kernel 2.6.18-274.7.1.elbprerel5.0.0 72.32.0 on an x86 64
primary SDS ' - -
NOAM sds-rlghnc-a login: admusr
Password: <admusr password>
*** TRUNCATED OUTPUT ***
RELEASE=6.4
RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks: /usr/TKLC/awpcommon :
/usr/TKLC/comagent-gui:/usr/TKLC/comagent—
gui:/usr/TKLC/comagent:/usr/TKLC/sds
PRODPATH=/opt/comcol/prod
RUNID=00
[admusr@sds-rlghnc-a ~]$
9. | Primary SDS [admusr@sds-rlghnc-b ~]$ sudo iset -fvalue=0 ProvOptions
[] | NOAM VIP: Set | where "var='pdbRelayMsgLogTimeStamp'"
the pdbRelay
TimeStamp to O
10. | Primary SPS _ | Exit the CLI for the active primary SDS NOAM.
] E(L)IAM VIP: Exit [admusr@sds-rlghnc-b ~]$ exit
logout
11. | Primary SDS 1. Navigate to Status & Manage > Server.
[] | NOAM VIP: .
Stop the 2. Select the serve(s)r to be backed out and click Stop.
software 3. Click OK to confirm.
4. Verify the Appl State updates to Disabled.
12. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
U \N/e(:)r'i?‘\;/vltr:/elp: 2. Select the tab for the server group containing the server(s) to be backed out.
server(s) are Note: It may take a couple minutes for the grid to update.
backout ready 3. Verify the Upgrade State displays as Backout Ready.
Note: If this is the active server in an Active-Standby pair, these steps cause an
HA failover. The HA failover is an expected outcome. Continue with the
steps on the new active NOAMP.
13. | Server CLLI: Use the SSH command (on UNIX systems — or putty if running on Windows) to
[] | SSH to the log into the active NOAM.
server(s)tobe | ssh <NOAM XMI IP address>
backed out

login as: admusr
password: <enter password>
Note: If direct access to the XMl is not available, then access the target server

using a connection through the active NO. SSH to the active NO XMl first.
Once logged into the NO, SSH to the target server's XMI address.
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14. | Server CLI: Execute the backout using the reject script:
[ | Execute the $ sudo /var/TKLC/backout/reject
backout #+ TRUNCATED OUTPUT ***
Executing.. /var/TKLC/backout/backout server --check
Verifying that backout is possible.
Checking for stale RPM DB locks...
Current platform version: 7.0.2.0.0-86.30.0
Continue backout? [y/N]: y
Answer y to continue the backout.
The server reboots and the user is automatically logged out.
15. | Server CLI: Use the SSH command (on UNIX systems — or putty if running on Windows) to
[] | SSH to the log into the active NOAM.
server(s) to be ssh <NOAM XMI IP address>
backed out
login as: admusr
password: <enter password>
16. | Server CLI: Examine the upgrade logs in the /var/TKLC/log/upgrade directory and verify no
[] | Verify the errors are reported.
Backout

$ grep ERROR /var/TKLC/log/upgrade/upgrade.log
Note: The following errors can be ignored:
e DEBUG: 'igt' command failed (is IDB running?)

e 1477080063::ERROR: TKLCsds-7.0.0-7.0.1_70.12.0: Failure running
command '/usr/TKLC/appworks/bin/eclipseHelp reconfig'

e 1477080521::ERROR: prod.dbdown: unknown option (-i)
e 1517455316::ERROR: Cannot execute command!

e 1517455316::ERROR: CMD: /ust/shin/hpacucli controller all show
config detalil

e 1517455316::ERROR: ERROR: No such file or directory

e 1517455316::ERROR: Unable to get the HP disk configuration!
e 1517455316::ERROR: Command Failed!

e 1517455316::ERROR: Child process has exited with:

e 1517455316::SYSERROR: No such file or directory

If the backout was not successful, because other errors were recorded in the logs,
then contact My Oracle Support (MOS) for further instructions.

If the backout was successful (no errors or failures), then continue with the
remaining steps.
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17. | Server CLI: Execute the backout_restore utility to restore the full database run environment.
[] | Restore the $ sudo /var/tmp/backout restore
COMCOL Full
DB/RuN *** TRUNCATED OUTPUT ***
environment This process will totally destroy the existing DB on this
server. This should only be done to recover a server when an
upgrade has been backed-out/rolled-back.
Are you sure you want to proceed? (y|n): y
Answer y to continue the restore.
Note: The COMCOL restore process may take several minutes to complete.
If the restore was successful, the following displays:
Success: Full restore of COMCOL run env has completed.
If an error is encountered and reported by the utility, then work with My Oracle
Support (MOS) for further instructions.
Note: In some incremental upgrade scenarios, the backout_restore file is not
found in the /var/tmp directory, resulting in the
Ivaritmp/backout_restore: No such file or directory error message. If
this message occurs, copy the file using sudo from
/usr/TKLC/appworks/sbin to /var/tmp and repeat the command.
18. | Server CLI: $ sudo init 6
[] | Reboot the This step can take several minutes and terminates the SSH session.
server
19. | Server CLI: Use the SSH command (on UNIX systems — or putty if running on Windows) to
[] | SSH to the log into the active NOAM.

server(s) that
was backed out

ssh <NOAM XMI IP address>
login as: admusr

password: <enter password>
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20. | Server CLI: 1. If thisis an NO or SO, verify httpd service is running.
[ VenWthehupd $ sudo service httpd status
service has ' '
restarted httpd (pid xxxx) is running...
Note: The process IDs are variable so the actual number value can be ignored.
2. If httpd is not running, wait for a few minutes and retry the command. If httpd
is still not running after 3 minutes, then services have failed to restart. Contact
My Oracle Support (MOS) for further instructions.
3. Verify if the file id_dsa has required ownership:
3. Check the ownership of the file:
ls -1ltr /home/awadmin/.ssh/
The file permission should be defined as shown:
[admusr@HPC-NQO1l ~]§% sudo 1ls -lrt /home/awadmin/.ssh/
cotal 20
—EW——————— 1l awadmin awadm 1281 Sep 27 16:19 config
—EW-r———-—= 1 aw oAt €05 Nov 18 13:20 id d=a.pub
-FH—————— l|awadmin awadm| €68 Nov 18 13:20 '_ci_dsa
= T e e e e 1 awadmin awadm 7275 Nov 18 18:09 authorized_keys
4. If the file ownership is not set for awadmin, then change the permission:
sudo chown awadmin:awadm /home/awadmin/.ssh/id dsa
5. Verfiy file ownership is changed to awadmin awadm.
21. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
U NOAM VIP: Select the tab containing the server(s) that were backed out.
Verify the
server(s) 3. Verify the Application Version value for this server has been backed out to the
application source release version.
version and :
upgrade state 4. Verify the Upgrade State.
Note: Full audit between active NO and backed out server is conducted and it
may take up to 10 minutes before the Upgrade State is changed to Ready.

For primary active SDS at release 7.1 or later:
e If the Upgrade State is Not Ready, then continue with the next
step of this procedure.

e If the Upgrade State is Ready, then skip to step 27 of this
procedure.

CA UTlON Note: The primary active SDS release displays on the NOAM GUI
banner (using the VIP).

igns Diameter Signal Rq

ORACLE RRURicat

Connected using VIP to sds-rlghne-a (ACTIVE NETWORK DAMEP])
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22. | Primary SDS Due to back out being initiated from the command line instead of through the GUI,
[] | NOAM VIP: Set | modify the backed out server so its Upgrade State changes to Ready.
the Max Allowed | 1. Navigate to Status & Manage > HA.
HA Role to ) )
Active 2. C“Ck Ed|t
3. Select the backed out server(s) and choose a Max Allowed HA Role value of
Active (unless it is a Query server, in which case the value should remain set
to Observer).
4. Click OK.
5. Verify the Max Allowed HA Role is set.
23.| Primary SDS 1. Navigate to Status & Manage > Server.
[] | NOAM VIP: .
Restart the 2. If t.he server(s) that was backed out displays an Appl State state of Enabled,
software skip to the next step.
3. If the server(s) that was backed out displays an Appl State state of Disabled,
select the server(s) and click Restart.
4. Click OK to confirm.
5. Verify the Appl State changes to Enabled.
24. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
U \N/e(:)r'i?‘\)'/vltr:/elp. 2. Select the tab of the server group containing the server(s) that was backed
Upgrade State out.
3. Verify the Upgrade State is now Ready (it may take several seconds for the

grid to update).

25.| Primary SDS Due to backout being initiated from the command line instead of through the GUI,
[1 | NOAM VIP: modify the Upgrade State of the backed out server(s) to achieve a state of Not
Stop the Ready.
software (if 1. Navigate to Status & Manage > Server.
necessary) .
2. If the server(s) that was backed out displays an Appl State state of Enabled,
then select the server(s) and click Stop.
26. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
N \'\I/SQM”:QP: 2. If the server(s) that was backed out displays an Upgrade State of Not Ready,
servgr(s) then go back to step 22 of this procedure.

Upgrade State
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27.| Primary SDS If the server(s) that was backed out displays an Upgrade State of Ready or
[] | NOAM VIP: Success, then
Complete the 1. Select the server(s) that was backed out and click Complete.
backout action . .
(if necessary) Leave the Action set to its default value of Complete.
2. Click OK to confirm the action.
This changes the Max Allowed HA Role of the backed out server(s) to
Active, which causes the server Upgrade State to change to Not Ready.
The user may see the following SOAP error display on the GUI banner.
SOAP error while clearing upgrade status of hostname=[frame10311b6]
ip=[172.16.1.28]
It is safe to ignore this error message.
Appendix F Manually Perform ISO Validation
Note: This a procedure assumes that the 1SO file to be validated has already been uploaded to the

server in question and is present in the /var/TKLC/db/filemgmt/, /lvar/TKLC/db/filemgmt/isos/
or /var/TKLC/upgrade/ directory.

Procedure 19. Manually Perform ISO Validation

1. | Primary SDS Use the VIP address to log into the active primary SDS NOAM with the
[]| NOAM VIP: Access | admusr account.
the active primary CentOS release 5.7 (Final)
SDS NOAM Kernel 2.6.18-274.7.1.el5prerel5.0.0 72.32.0 on an x86_ 64
sds-rlghnc-a login: admusr
Password: <admusr password>
*»** TRUNCATED OUTPUT ***
RELEASE=6.4
RUNID=00
VPATH=/var/TKLC/rundb:/usr/TKLC/appworks: /usr/TKLC/awpcom
mon:/usr/TKLC/comagent-gui:/usr/TKLC/comagent-—
gui:/usr/TKLC/comagent:/usr/TKLC/sds
PRODPATH=/opt/comcol/prod
RUNID=00
2. | Primary SDS 1. Verify the ISO file is located in the /var/TKLC/upgrade/ directory.
[]| NOAM VIP: Verify _ L
1SO file is in the [admusr@sds-rlghnc-a ~]$ 1ls /var/TKLC/upgrade/
var/TKLC/upgrade/ SDS-8.0.0.0.0 80.22.0-x86_64.1iso
directory. 2. If the ISO file is not present, copy the ISO file to the var/TKLC/upgrade/
directory.
[admusr@sds-rlghnc-a ~]$ cp -p /var/TKLC/db/filemgmt/SDS-
8.0.0.0.0 80.22.0-x86_64.iso /var/TKLC/upgrade/
3. | Primary SDS Become the platcfg user by using the su command.
[]] NOAM VIP: For password information, refer to Table 3. Logins, Passwords, and Site

Become the platcfg
user

Information, if necessary.
[admusr@sds-rlghnc-a ~]$ su - platcfg
Password: <platcfg password>
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4. | Primary SDS 1. From the platcfg menu, select Maintenance and press Enter.
[ ]| NOAM VIP: Select
the 1SO file

2. Select Upgrade and press Enter.

3. Select Validate Media and press Enter.

Select Choose Upgrade Media Menu, select the target ISO file, and press
Enter.
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5. | Primary SDS 1. Verify ISO media is Valid.
[ ]| NOAM VIP: Verfiy

. R E R R RN R R R R R AR R
ISO media

bbb a gt p R R R h i dih
LSRR SR a bbb s d st s bttt dda b a b iyt b dhgiddt
R R RS R R RN R
LERddisddddbiddddp s ddiddddddiddiddddddd bt aiddabdidpaidididssss
LERR - ds g gy d s peddiddd s s ddd b sd s dpabasdadadass
HhtaEdduunnnauinnnnpyuaninnuBittuninnuunnnByyoninnBoyuny
Rt gipnnEnEnannntnEtngaEunEanERnEnRARARUBRBREAARRBDRBHSUY

e Utili 2.3.4, (c)Tek c, May 20814
‘var /| 7.1.8.8.8_71.7.8-x86_64.is0

validation is complete, the result is( PASS

Media is Valid

ANY KEY TO RETURN TO THE PLATCFG MENU.

2. Press Enter to return to the platcfg menu.
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6. | Primary SDS 1. Select Exit and press Enter.
[ ]| NOAM VIP: Exit
from menus

2. Select Exit and press Enter.

3. Select Exit and press Enter.

4. Select Exit and press Enter.
7. | Primary SDS Exit the CLI for the Active Primary SDS NOAM.
] (I\ZI(L)IAM VIP: Exit [admusr@sds-rlghnc-a ~]$ exit

logout

8. | Return to the Return to the procedure step that directed the execution of this procedure.
[ ]| referring procedure
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This procedure should only be executed post Upgrade Acceptance and removes a deployed 1SO file from
all servers in the SDS topology except the active primary NOAM server. At the end of the procedure,
the 1SO is still present in the /var/TKLC/db/filemgmt/isos/ directory on the active primary NOAM
server.

Once this procedure is complete, the file may then be manually deleted (if desired) from the SDS NOAM
GUI (VIP) under the Status & Manage > Files.

Procedure 20. Undeploy an ISO File (Post Upgrade Acceptance

1. | SDS NOAM GUI: | Use the VIP address to access the primary SDS NOAM GUI as described in
[]] Login Appendix A.

2. | Primary SDS 1. Navigate to Status & Manage > Files.

[ ]| NOAM VIP:

Undeploy the ISO Connected using VIP to sds-righnc-a (ACTIVE NETWORK OAMS&P)

L Main Menu
@ Administration Main Menu: Status & Manage -> Files
e & vt Tasts ~
M Security Log J sds-righnc-a sds-righne-b gs-righnc sds-mr:
B &0 Status & Manage §
[Bj Network Elements File Name
. SRrver Active_SDS_20150624200623 pcap
. HA Active_SDS_20150624200623 txt
. Database hackup/Backup.sds.sds-righnc-a.Configuration NETWORK_
. KPIs hackup/Backup.sds.sds-righnc-a.Configuration NETWORK_
. Processes backup/Backup.sds.sds-righnc-a.Configuration. NETWORK_
i Tasks backup/Backup.sds.sds-righnc-a.Configuration NETWORK_
. HI'E‘L hackup/Backup sds.sds-righnc-a.Configuration NETWORK_

M Measurements backup/Backup.sds.sds-righnc-a.Configuration. NETWORK

2. Select the ISO file for the target release.

Main Menu: Status & Manage -> Files

-} sds-righnc-a sds-righnc-b qs-righne sds-mrsvnc-a turks-sds-S0-b turks-DP-01 turks-DP-02

Tue Jul 21

Size Type Timestamp

provimportimport_Rebuild3_msisdn.csv G30B  csv 2015-06-19 17:55:25 UTC
provimportimport_Rebuild4_subscriber.csv 785B csv 2015-06-19 17:55:25 UTC
provimportimport_Rebuild5_imsiPrefix.csv 167 B csv 2015-06-1917:55:26 UTC
i508/SDS-7.1.0.0.0_71.7.0-x86_64.is0 N w2l iso 20150624 1423:42 UTC
Active_SDS_20150624200623.pcap 26KB pcap  2015-06-24 20:08:57 UTC
Active_SDS_20150624200623 txt 46.2 KB txt 2015-06-24 20:10:08 UTC

3. Click Undeploy ISO.

Report Upload || Download Undeplt}ySC} Validate 150

hilahle | System utilization: 27.5 GB (5.09%) nf54D.1 DenpIc~-r:-[ur1lcleplc~-r 150 file

[
[=]

4. Click OK.
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3. | Primary SDS 1. The Status tab in the banner displays the ISO undeployment started
[ ]| VIP: Monitor the confirmation message.
ISO
undeployment Main Menu: Status & Manage -> Files
status
Status - Tasks -

Status

L sds-rig Vnc-a sds-mrsvnec-h 0s-mrsvnc
File Name
Active_SDS
2. Reselect the ISO file for the target release and click View 1SO Deployment
Report.

E s SO undeployment started.

Main Menu: Status & Manage -> Files

Status - Tasks -

4 sds-rlghnc-a sds-rlghnc-b gs-rlghnc sds-mrsvnc-a sds-mrsvnc-h qs-mrsvnc turks

File Name
provimportimport_Rebuild4_subscriber.csy

provimportimport_Rebuild5_imsiPrefix csv

rsync.log
1 SDS-7.1.00.0_71.7.0-x86_684.is0

TKLCConfigData florence-DP-01.5h
TKLCConfigData florence-DP-02.s5h
TKLCConfigData florence-sds-S0-a.sh

Delete || View ISO Deployment Report | Upload || Download Deploy ISO || Validate ISO

6.1 GB used (1.12%) of 540.8 l’ﬁ:' ilahlal Quetam yijlizgtion: 27.5 GB (5.09%) of 540.8 GB available.
[ View the selected File. L

3. The Deployment report indicates the current status of undeployment to all
servers in the topology. Click Back and then click View ISO Deployment
Report again to refresh the report.
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Main Menu: Status & Manage -> Files [View]

Main Menu: S5tatu=s & Manage -> Files [View]
Tue Jul 21 20:08:34 2015 UIC
Deployment report for 5D5-7.1.0.0.0 71.7.0-x86 64.iso:

Deployed on 0/18 servers.
sd=-rlghnc-a: Hot Deployed
sd=-rlghnc-b: Hot Deployed
gs-rlghne: Not Deployed
sd=-mrsvnc-a: Hot Deployed
sd=-mr=svnc-b: Hot Deployed
gs-mrsvnc: Not Deplaoyed
turks-sds-50-a: HNot Deploved
turks—sds-50-b: Hot Deployed
turks-DP-01: Not Deployed
turk=s-DP-02: Not Deplovyed
kauai-=sds-50-a: Not Deployed
kaunai-=sds-50-b: Not Deployed
kauai-DP-01: Not Deployed
kauai-DP-02: Not Deployed
florence—-=sds-50-a: Not Deplaoyed
florence—-=ds-50-b: Not Deplayed
florence-DP-01: Not Deployed
florence-DP-02: HNot Deploved

4. Repeat until the ISO displays Not Deployed on all servers in the topology.

Appendix H

Add the SDS ISO to the PMAC Software Repository

@ STO P This procedure is not applicable if SDS is deployed in a cloud environment.

This procedure must be done once for each PMAC at each DSR signaling site that contains SDS
SOAM/DP servers.

Procedure 21. Add the SDS ISO to the PMAC Software Repository

1.
[

Primary SDS
NOAM VIP:
Access the active
primary SDS
NOAM

Use the VIP address to log into the active primary SDS NOAM with the admusr
account.

CentOS release 5.7 (Final)

Kernel 2.6.18-274.7.1.elbprerel5.0.0 72.32.0 on an x86 64
sds-rlghnc-a login: admusr
Password: <admusr password>
*»** TRUNCATED OUTPUT ***
RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks: /usr/TKLC/awpcommo
n:/usr/TKLC/comagent-gui:/usr/TKLC/comagent—
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
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2. | Primary SDS Access the filemgmt directory where the target ISO file was uploaded.
[] NOAqu”% [admusr@sds-rlghnc-a ~]$ cd /var/TKLC/db/filemgmt/
Qﬁgiijyﬂngnﬂ [admusr@sds-rlghnc-a filemgmt]$
3. | Primary SDS 1. Identify the exact name of the target ISO file.
[ hﬁ;ﬁ#;Yggfﬂe [admusr@sds-rlghnc-a filemgmt]$ 1s -1 *.iso
and copy it -rw-rw-r-- 1 awadmin awadm 893536256 Jun 24 14:23 SDS-
8.0.0.0.0 80.22.0-x86_64.1iso
2. Use Secure Copy (scp) to copy the target ISO file to the
Ivar/TKLC/upgrade/ directory of the remote PMAC server as the admusr
user.
$ scp -p SDS-8.0.0.0.0 80.22.0-x86_64.1iso
admusr@10.240.246.7:/var/TKLC/upgrade/
FIPS integrity verification test failed.
The authenticity of host '10.240.246.7 (10.240.246.7)"
can't be established. RSA key fingerprint is
23:2a:7e:12:40:d6:20:d6:19:62:¢c0:07:9d:20:30:35.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '10.240.246.7' (RSA) to the list
of known hosts.
Password: <admusr password>
SDS-8.0.0.0.0_80.22.0-x86_64.1is0 100% 852MB 11.2MB/s
0l:16
4. | Primary SDS Exit the CLI for the Active Primary SDS NOAM.
[ ]| NOAM VIP: Exit [admusr@sds-rlghnc-a filemgmt]$ exit
CLI
logout
Page | 126 E88971-01




SDS Software Upgrade Guide

Procedure 21. Add the SDS ISO to the PMAC Software Repository

5.
[

PMAC Server
(GUI): Log into
the Platform
Management and
Configuration
application

Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and connect
to the management IP address assigned to the PMAC server associated with the
SDS SOAM NE.

If a certificate error is received, click on the Continue to this website (not
recommended) link.

B . LA - h
e°|a hitty P-c H E Certificate Error: Navigation...

9% ) CLM~ || CUSTOMERS ~ || TEKELEC ~ ||, ORACLE ~

'!\3) There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.
The security certificate presented by this website was issued for a different website's address.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
server.

We recommend that you close this webpage and do not continue to this website.
@ Click here to close this webpage.

'33' Continue to this website (not recommended).

@ More information

0

PMAC Server:
Login

Login using the default user and password.

ORACLE

Oracdle System Login

Fri Jul 24 07:40:31 2015 EDT

Log In
Enter your username and password o log in

Usermame:
Password:

[] Change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 8.0, 9.0,
or 10.0 with support for JavaScript and cookies.

Cracle and Java are registered trademarks of Oracle Corporation andéor its affiliates.
Other names may be trademarks of their respective owners.

Copyright ® 2010, 2015, Oracle andjor its affiliates. Al rights reserved.
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7. | PMAC Server: 1. Navigate to Software > Manage Software Images.
L] Add an image 2. Click Add Image.

ORACLE Platform Management & Configuration
£6.0.0.0.0-60.14.0

B & Main Menu
im Hardware

T T e asks ¥
;i @ Software Inventory
5 | PManage Software Images

B VM Management

Manage Software Images

Image Name
DSR-7.1.0.0.0_71.4.0-x86_64
DSR-7.1.0.0.0_71.5.0-x86_64
SDS-7.1_71.1.0-x86_64
TPD.install-7.0.0.0.0_86.14.0-OracleLinuxG.5-x86_64

i [ Logout

Pause Updates
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8. | PMAC Server: 1. Select a Path from the list.

L] Add an image 2. Add a Description.

3. Click Add New Image.

Add Software Image

Images may be added from any of these sources:

Oracle-provided media in the PM&C host's CDIDVD drive (Refer to Mote)
IJSB media attached to the PM&C’s host (Refer to Mote)
External mounts. Prefix the directory with "exdfile:i™
These local search paths:
o NarTKLC/upgrade/®.iso
o NarTKLC/smacimage/isoimages/homel/smachpusriso

Mote: CD and USB images mounted on PM&C’s VM host must first be made accessible to the P
in ¥M Management.

Path: [varTKLC/upgrade/SD&-7.1.0.0.0_71.7.0-xB6_A4.is0 x|~
505 71.7.0

Description:

Add New Image |
b

4. Click OK when asked to confirm.

Message from webpage . @

| .

{ ) Click OK to remove the image from /var/TKLC/upgrade directory after
"W itis added to the repository. Click Cancel to leave it there.

OK[}J [ Cancel

An Info message displays to show the task.

Manage Software Images

Tasks -

1)

* The ID number for this taskis: 310. -

o » Software image MarMKLClupgrade/SDS-7.1.0.0.0_71.7.0-x86_64.iso will be added in the background.

L]l L e L e 3 =) arin=1 s T
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9.
[

PMAC Server:
Monitor progress

Monitor the progress using Tasks tab in the banner.

Manage Software Images

L.lasken v
Tasks\—‘|I
(1] Task Target Status State Start Time
201507
7] 310 Add Image Done: SDS-7.1.0.0.0_71.7.0-x86_64 COMPLETE oreai ™
201507
|} 255 Add Image Done: DSR-7.1.0.0.0_71.20.0-x86_64 COMPLETE =
Done: TPD.install-7.0.2.0.0_86.28.0- 2015.0°
] 254 Add Image OracleLinux6.6-x86_64 EEIHLETE 11:41:5

The new software displays in the list when complete.

Image Hame
872-2529-104-5.0.1_50.23.0-SDS-xB6_54
DSR-7.0.1.0.0_70.23.0-x36_64
DSR-7.1.0.0.0_71.13.1-x86_64
DSR-7.1.0.0.0_71.20.0-x86_64
43.0

.0-CentOS6.5-x86_64
TPD.install-6.7.1.0.0_84.23.0-OracleLinuxG.6-x86_64
TPD.install-7.0.2.0.0_86.25 0-OracleLinuxf 6-x86_&4
TPD.install-7.0.2.0.0_86.28.0-OracleLinux6.5-x86_54
TVDE-2.7.0.0.0_84.20.0-x86_54
TVODE-3.0.2.0.0_86.25.0-x86_54
TVOE-3.0.2.0.0_86.28.0-x86_54

Type

Uparade
Upgrade
Uparade
Upgrade
Bootable
Upgrade
Bootable
Bootable
Bootable
Bootable
Bootable
Bootable
Bootable

Architecture Description

x86_64
X86_64
x86_64
X86_64
noarch
X86_64
x86_64
X86_64
x86_64
x86_G4
x86_64
x86_G4
x86_64

SDS 5.0.1 (GA)

DSR7.1.71.20

HP 2.2.8 5PP FW
SDST1.7.0

TPD (DSR/SDS 5.0.x)

TPD (DSR/SDS 7.1)
TPD for DSR 71.20

TVOE for DSR 71.20

PMAC Server:
Log out

Click Logout.

Welcome pmacadmin [Logout]

@_Help

Fri Jul 24 08:17:30 2015 EDT
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Procedure 22. Recover from a Failed Upgrade

Recover from a Failed Upgrade

1. | Access the Use the VIP address to access the primary SDS NOAM GUI as described in
[ ]| primary SDS Appendix A.
NOAM GUI
2. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
U \N/Srﬁ\yu\p/;fa de 2. Verify the hostname of the primary active SDS NOAM server from the GUI
banner.
state

Select the Server Group tab for the server(s) being upgraded.

4. Verify the Upgrade State for each server undergoing the software upgrade
and identify any servers with a Failed state.

Main Menu

B B Remote Servers
%y @ Configuration
g @ Alarms & Events

% @ Communication Agent

Main Menu: Administration -> Software Manag

Connected using VIF to sds-rlghnc-b (ACTIVE NETWORK OAME&P)

DP_freeport_DP_02(arp ND_mrst}c_grp O_florence_grp
Upgrade Siate OAM Max HA Role Serwn

Hostname

gs-mrsvnc

sds-mrsvnc-a

sds-mrsvnc-b

Server Status Appl Max HA Role  Netw

Accept or Reject Observer Quer
NIA NO_|

=5 MNIA NO_|
Accept or Reject  Active MNetwl
NIA NO_|

e |f the Failed Server was upgraded using the Auto Upgrade

option, that is, Auto Server Group Upgrade, then continue to the
next step of this procedure.

If the Failed Server was upgraded using the Upgrade Server

option, then skip to step 7 of this procedure.
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3. | Primary SDS

1. Navigate to Status & Manage > Tasks > Active Tasks.

[]| NOAM VIP: _ : .
Filter the servers C.unnecl.:ed using VIP to sds-rlghnc-b (ACTIVE NETWORK DAME&P)
that need 1ain Menu .
upgrading B @ Administration Main Menu: Status & Manage -> Tasks -
g1 @m Configuration
: _F'It -
B B Alarms & Events “
H M Security Log sds-rlghnec-a sds-righnc-b qs-righnc sds-mrsvncy
Status & Manage
= b ‘dNu an=d 1D Name Status
‘ Server 347 APDE Remote Server Copy completed
sds-mrsvinc-a Server Upgrade (in
346 NO_mrsvnc_gm Senver Group exception
Upgrade)
345 RLGHNC PROV Export completed
344 RLGHMNC OAM.SYSTEM Export completed
ds-mrsvnc-b Server Upgrade (in
2. From the Filter option, enter the following filter values:
Network Element: All
Display Filter: Name Like *upgrade*
3. Click Go.
Main Menu: Status & Manage -> Tasks -> Active Tasks
Filter ~
Filter
Network Element: [ ) - V]
Display Filter: |Name ﬂ |Like ﬂ |”upgrade* Reset
Go
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4. | Primary SDS 1. If not already selected, select the tab displaying the hostname of the active
[ 1| NOAM VIP: SDS NOAM server.
Locate the
2. Locate the task for the Server Group Upgrade. It shows a status of
Server Group aused
Upgrade task P '
Main Menu: Status & Manage -> Tasks -> Active Tasks
. sds-rlighncAg fs-rlghnc sds-mrsvnc-a sds-mrsvnc-o
D Hame Status Start Time
sds-mravnc-a Senver Upgrade (in
346 NO_mrsvnc_grp Senver Group exception 2015-08-26 15:02:04
Upgrade)
sds-mrsvnc-b Server Upgrade (in
343 MO_mrsvnc_grp Senver Group completed 2015-08-26 14:46:0]
Upgrade)
gs-mrsvnc Server Upgrade (in
342 MO_mrsvnc_grp Senver Group completed 2015-08-26 14:46:0]
L
341 MO_mrsvnc_grp Senver Group Upgrade paused 2015-08-26 14:45:55
337 qs-righnc Server Upgrade completed 2015-08-26 13:55:54
336 sds-righnc-a Server Upgrade completed 2015-08-26 13:54:44
309 sds-righnc-a Server Upgrade completed 2015-08-25 14:04:31
Note: Consider the case of an upgrade cycle where it is seen that the upgrade of one or more servers

in the server group has the status as exception (that is, failed), while the other servers in that
server group have upgraded successfully. However, the server group upgrade task still shows
as running. In this case, cancel the running (upgrade) task for that server group before
reattempting ASU for the same.

@ CAUTION

Before clicking Cancel for the server group uprade task, ensure the
upgrade status of the individual servers in that particular server
group should have status as completed or exception (that is, failed

for some reason).

Make sure you are not cancelling a task with some servers still in

running state.
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5. | Primary SDS 1. Click the Server Group Upgrade task to select it.
L] NOAM VIP: 2. Click Cancel to cancel the task.
Cancel the
Server QYOULI)( gs-mrsvnc Server Upgrade (in
Upgrade tas 242 MO_mrsvnc_grp Server Group completed 20150226 14:46:03 UTC
Upagrade)
3 iNU_mrsvnu:_grp Server Group Upgrade paused 2015-08-26 14:45:55 UTC
337 qs-righnc Server Upgrade completed 2015-08-26 1356559 UTC
Pause Restart CancEI Delete ’ Report ] [ Delete All Completed ] ’ Delete All B
| Cancel the selected active Task. |
3. Click OK on the confirmation screen to confirm the cancellation.
Are you sure you want to cancel task "NO_mrsvnc_grp Server Group Upgrade”™ with 1D 3417
’ QK %J ’ Cancel
6. | Primary SDS 1. On the Active Tasks screen, verify the Status changed from paused to
[1| NOAM VIP: completed.
Verify the Server
Group Upgrade
task is cancelled 31 NO_mrsvnc_grp Server Group Upgrade completed 015-08-26 14:45:55
2. Verify the Result Details column now states “SG upgrade task cancelled by
user.
A
015-08-26 15:27:25 UTC (OO Uparadetaskeancelledby ) =550,
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7. | Failed Server
[]] (CLI): Access
the failed server

Use the XMI address to log into the failed server with the admusr account.
CentOS release 5.7 (Final)

Kernel 2.6.18-274.7.1.elbprerel5.0.0 72.32.0 on an x86 64
sds-mrsvnc-a login: admusr

Password: <admusr password>

*»** TRUNCATED OUTPUT ***

RELEASE=6.4

RUNID=00

VPATH=/var/TKLC/rundb: /usr/TKLC/appworks:/usr/TKLC/awpcommo
n:/usr/TKLC/comagent-gui:/usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00

Failed Server
(CLI): Inspect
the upgrade.log
file

®

Identify the reason for the failure in the upgrade.log file.
[admusr@sds-mrsvnc-a ~]$ tail
/var/TKLC/log/upgrade/upgrade.log

1439256874 :: INFO: Removing '/etc/my.cnf' from RCS
repository

1439256874 :: INFO: Removing '/etc/pam.d/password-auth' from
RCS repository

1439256874 :: INFO: Removing '/etc/pam.d/system-auth' from
RCS repository

1439256874 :: INFO: Removing '/etc/sysconfig/network-
scripts/ifcfg-eth0' from RCS repository

1439256874:: INFO: Removing '/var/lib/prelink/force' from
RCS repository

1439256874::Marking task 1439256861.0 as finished.
1439256874::

1440613685::Early Checks failed for the next upgrade
1440613691::Look at earlyChecks.log for more info
1440613691::
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Failed Server
(CLI): Inspect
the
earlyChecks.log
file

Identify the reason for the failure in the earlyChecks.log file.

[admusr@sds-mrsvnc-a upgradel]$ grep ERROR
/var/TKLC/log/upgrade/earlyChecks.log

ERROR: There are alarms on the system!

ERROR: <<< OUTPUT >>>

ERROR: SEQ: 15 UPTIME: 2070747 BIRTH: 1438969736 TYPE: SET
ALARM:

TKSPLATMI10 | tpdNTPDaemonNotSynchronizedWarning|1.3.6.1.4.1.
323.5.3.18.3.1.3.10|32509|Communications|Communications
Subsystem Failure

ERROR: <<< END OUTPUT >>>

ERROR: earlyUpgradeChecks () code failed for
Upgrade: :EarlyPolicy: :TPDEarlyChecks

ERROR: Failed running earlyUpgradeChecks () code

ERROR: Early Upgrade Checks Failed!

@ CAUTION -

e Although outside of the scope of this document, the user is
expected to use standard troubleshooting techniques to clear
the alarm condition from the failed server.

If troubleshooting assistance is needed, it is recommended to
contact My Oracle Support (MOS) as described in Appendix T.

e DO NOT PROCEED THE NEXT STEP UNTIL THE ALARM
CONDITION HAS BEEN CLEARED!

10. | Failed Server Use the alarmMgr utility to verify all platform alarms have been cleared from
[] | (CLD): Verify the system.

platform alarms [admusr@sds-mrsvnc-b ~]1$ alarmMgr -alarmStatus

are cleared from

the failed server
11.| Failed Server Exit the CLI for the failed server.
[] | (CLI): ExitCLI [admusr@sds-mrsvnc-a ~]$ exit

logout

12.| Primary SDS Return to the upgrade procedure being executed when the failure occurred.
[1 | NOAM VIP (GUI): Re-execute the upgrade for the failed server using the Upgrade Server option.

Execute the
server upgrade
again.

Note: Once a server has failed while using the Automated Server Group
Upgrade option, the Auto Upgrade option cannot be used again on
that server group. The remaining servers in that server group must be

upgraded using the Upgrade Server option.
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Appendix J

Add New SOAM Profile on Existing VM

The procedures in this appendix can be run ONLY AFTER the SDS
has been upgraded to release 8.0/8.1 and the upgrade has been

Updating the SOAM VM profile is an independent procedure from

@ CAUTION accepted.

the SDS upgrade and should be scheduled in a separate

maintenance window.

This appendix updates the SOAM VM profile to support 1 billion subscribers. This appendix applies
only to systems that have been upgraded to release 8.0/8.1. The upgrade must be accepted
before initiating these procedures.

The SOAM VMs are updated with the new profile using the following sequence:
Add the SDS 8.0 ISO to the PMAC repository

Remove the SOAM from the SOAM server group

Delete the existing SOAM VM and recreate the SOAM VM with the new profile
Add the new SOAM VM to the SOAM server group

To access the 1 billion subscriber VM profile, the SDS 8.0 ISO must be available in the PMAC software
repository. Following procedure copies the SDS 8.0 ISO from the SDS to the PMAC and adds the image
to the repository.

1.
2.
3.
4,

Procedure 23. Add SDS Software Images to PMAC Server

1. | Active SDS VIP From the command prompt, log into the server as the admusr.
(]| (CLI): Login login: admusr
Using keyboard-interactive authentication.
Password: <admusr password>
2. | Active SDS VIP cd to the /var/TKLC/upgrade/ directory.
[]] (CLD): Change $ cd /var/TKLC/upgrade/
directories
3. | Active SDS VIP Verify the SDS ISO file is present.
[]| (CLI): Verifythe | s 15
ISO file
SDS-8.0.0.0.0_80.22.0-x86_64.1iso
4. | Active SDS VIP | scp to the SDS ISO file to the PMAC server.
[J| (CLI): Copythe | s scp -p SDS-8.0.0.0.0 80.22.0-x86 64.is0

file

admusr@<PMAC Mgmt IP address>:/var/TKLC/upgrade/
Password: <admusr password>

SDS-8.0.0.0.0 _80.22.0-x86_64.1is0 100% 853MB
00:16

53.3MB/s
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5. | PMAC Server Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and connect
[]] (GUI): Log into to the management IP address assigned to the PMAC server associated with the
the Platform SDS SOAM NE.
Management and | f 5 certificate error is received, click on the Continue to this website (not
Configuration recommended) link.
application
gj There is a problem with this website's security certificate.
k.
The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different
Security certificate problems may indicate an attempt to fool you or intercg
Server.
We recommend that you close this webpage and do not continue to
@ Click here to dose this webpage.
'k;é' Continue to this website (not recommended).
@ More information
6. | PMAC Server: Login using the default user and password.
[]| Login

ORACLE

Oracle System Login
Mon Dec 8 10:40:45 2014 EST

LogIn
Enter your username and password to log in
Username: [ 1]
Password: [ ]

[  ©Change password

Unauthorized access is prohibited. This Oracle system reguires the use of Microsoft Intemet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Qracle and Java are registered trademarks of Oracle Corporafion and/or its affiliates.
Other names may be trademarks of their respective owners.
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7. | PMAC Server: 1. Navigate to Software > Manage Software Images.
L] Add an image 2. Click Add Image.

ORACLE Platform Management & Configuration
£6.0.0.0.0-60.14.0

B & Main Menu
im Hardware

T T e asks ¥
;i @ Software Inventory
5 | PManage Software Images

B VM Management

Manage Software Images

Image Name
DSR-7.1.0.0.0_71.4.0-x86_64
DSR-7.1.0.0.0_71.5.0-x86_64
SDS-7.1_71.1.0-x86_64
TPD.install-7.0.0.0.0_86.14.0-OracleLinuxG.5-x86_64

i [ Logout

Pause Updates

Add Image
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8. | PMAC Server: 1. Select a Path from the list.

L] Add an image 2. Add a Description.

3. Click Add New Image.

Add Software Image

Images may be added from any of these sources:

* Oracle-provided media in the PM&C hosts CDIDVD drive (Refer to Mote)
* |USB media attached to the PM&C’s host (Refer to Mote)
* External mounts. Prefix the directory with "extfile:/i™.
# These local search paths:
o NanTKELClupgrade.iso
o farTKLClsmac/imagelisoimages/homel/smacitpusn®.iso

Mote: CD and USB images mounted on PM&C's VM host must first be made accessible to the A
YM Management.

Path: warTKLClupgrade/SDS-7.1.0.0.0_71.9 0-x86_A4.iso -
SD5 71.9.0

Description:

Add Newlmage
..‘ g

4. Click OK when asked to confirm.

-
Meszsage from webpage . Iﬂ

I .

f 1 Click OK to remove the image from /var/TKLC/upgrade directory after
"W itis added to the repository. Click Cancel to leave it there.

OK[}J ’ Cancel

An Info message displays to show the task.

Manage Software Images

Tasks ~

» Software image MarTKLC/upgrade/SDS-7.1.0.0.0_71.7.0-x86_64.iso will be added in the background.
« The ID number for this taskis: 310. H

Do U LU Y T U Z I UAOY U CpreTe AOT O
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9.
[

PMAC Server:
Monitor progress

Monitor the progress using Tasks tab in the banner.

o8
D Task Target Status Running Time  Start Time Progress

] 773  Addimage Extracting/Verifying image source.  0:00:00 %31312152005 1%
; Done: 872.2329.103.3.0.0_30.14.0- 2011-12-05 "

) 762 Addimage DSRxB6_64 0:00:05 R 100%
Done: 872.2329-101-3.0.0_30.12.1- 2011-11-30 ]

] 739 Addimage DSR.x86_64 0:00:06 16:51:57 100%
gl e Done: 872-2520-102-3.0.0 30.13.0- (000 2011-11-25 T

The new software image displays in the list when complete.

Image Name Type Architecture Description
[SD8-300_1040-872-2356102-86 64 _ {Ungrade  x36_64
DSR-3.0.0_30.13.1-872-2329-102--¥86_64 Upgrade  x86_64 EI’SDIESE.‘IBtestISOWith FIAL Vi
AWPEST--5.00_5010.0--872-2332-101--%86_ Upgrade #B6_EB4 S87 test 150
TPD--5.0.0_72.38.0--x86_F4 Boatahle *B6_E4 official TPD 5.0.0-72.28.0 Releasze
TPD--5.0.0_72.20.0--x86_G4 Bootahle *B6_EB4 Qfficial TPD 72.20 release
TPD--5.0.0_72.8.0--x86_kK4 Boatahle *B6_EB4 IS0 far CPA
DER--3.0.0_30121--872-2329-101--x86_64 Upgrade ¥B6_F4 |so far CRA/ComAgent testing
DSR--3.0.0_30.13.0--872-2329-102--x86_64 Upgrade *B6_F4 official DSK 30.13.0 Release
DSR--3.0.0_3014.0--872-2329-103--x86_64 Upgrade *B6_EB4 Official DSR 3014 release
DER--3.0.0_30.11.0-872-2329-101--%86_64  Upgrade HEE_A4 Official DER 30,11 build,
TYOE-1.0.0_7230.0-872-2290-101-x86_F4 Bootahle ¥B6_G4 latest TVOE ISCr

10/ PMAC Server: Click Logout.

[ 1| Log out e
Welcome pmacadmin [Logout]

@_Help

Fri Jul 24 08:17:20 2015 EDOT

11, SDS Health Execute SDS Health Check procedures as specified in Appendix A.

[ 1| Check
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1. | Primary NOAM
[ ]| VIP: Log into the
NOAM VIP address

Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and

connect to the NOAM VIP address.

If a certificate error is received, click on the Continue to this website (not

recommended) link.

g) There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
server.

We recommend that you close this webpage and do not continue to
'@' Click here to close this webpage.

"s;j' Continue to this website (not recommended).

@ More information

Primary NOAM
VIP: Login

Oam

Login using the default user and password.

ORACLE

Oracle System Login
Tue Nov 4 13:38:12 2014 EST

Log In
Enter your username and password to log in
Username: |
Password
r Change password

‘Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system reguires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Qracie and Java are registered trademarks of Oracle Corporation andfor its affiliates.
Other names may be frademarks of their respective owners.

Copyright © 2010, 2014, Cracle andfor its affiliates. All rights reserved.
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3. | Primary SDS 1. Navigate to Status & Manage > HA.
U N Bdit 15 Click Edit.

Connected using VIP to sds-aruba-b (ACTIVE NETWORK OAM&P)
B £ Main Menu
B B Administration Main Menu: Status & Manage -> HA
& e Configuration
Fil -
B e Alarms & Events
B B Security Log

B & Status & Manage Application Max

OAM Max
Hostname Max HA Allowed
. Network Elements HA Role Role HA Role
qs-aruba Observer  Q0S Observer
[l Database sds-aruba-b Active 00S Active
Il s sds-aruba-a Standby  0QOS Active
i || Processes
[ Bm Tasks virt-gs-barbados Observer  00S Observer
B Files virt-sds-barbados-b Standby  0OS Active
N virt-sds-barbados-a Active 00s Active
@ Bm Communication Agent e . — =
M SDS
&, Help Ed‘%.
8 Logout (Edit Max Allowed HA Role |
4. | Primary SDS 1. Select the active primary SDS SOAM server and change the Max Allowed
[]| NOAM VIP: HA Role to Standby.
Change the SOAM .
9 2. Click OK.
server HA role to
ain Menu: Status anage -> i
Standby M M Status & M HA [Edit
Hostname Max Allowed HA Role
gs-aruba Observer v
so-canync-b Active v
so-canync-a Standby, ¥
virt-qs-barbados Observer ¥

The maxzimum desired HA Rol

Ok | Cancel

Page | 143 E88971-01




SDS Software Upgrade Guide

Procedure 24. Remove the SDS SOAM VM from the SOAM Server Group

5.
[

Primary NOAM
VIP: Edit the
SOAM server

1. Navigate to Configuration > Server Groups.

VIP dts3-sds-b (ACTIVE NETWORK DAM&P

= -
B Administration
B & Configuration

B Network Elements

m

DP_group

| Insert |

Server Group Name

DRMNO_group

MNOAMP aroin
4

Main Menu: Configuration -> Server Groups

Level Parent

C SOAM_group

A

NOME

MOME

T

| Repart |

. Con
Function Coll
SDS 1
5DS 1
|Ns 1

subscriber.
Main Menu: Configuration -> Server Groups € Help|
Wed Aug 01 19:51:42 2012 UTC|
Server Group Name  Level Parent Function Servers
NE Server HA Role Pref VIPs
drsds_dallastc_grp A NONE sDs dr_dallast drsds-dallaste-a
NE Server HA Role Pref VIPs
sds_mrsvnc qs-mrsvnc-1 10.250.55.125
FETETEAT & e ¢ sds_mrsvnc sds-mrsvnc-a 10.250.55.125
sds_mrsvnc sds-mrsvnc-b SPARE 10.250.55.125
S0_carync_arp B sds_mrsvnc_grp  SDS NE Server HA Role Pref VIPs
3. Click Edit.
[ Insert ][Edit ][ Delete ][ Report ]

Note: You may need to scroll to see the Edit button.
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6. | Primary NOAM
[ ]| VIP: Ready server
for pre-validation

1. Remove the SG Inclusion checkmark from the server group.

Main Menu: Configuration -> Server Groups [ Edit]

Apply| [Cancel

Wed Aug 01 19:55:45 2012

Field Value Description
Sernver Unigue identifier used to label a Server Group. [Default = n/a. Range = A 1-32-character
Group s0_carync_grp * string. Valid characters are alphanumeric and underscore. Must contain at least one alpha
Name and must not start with a digit]
Level * Select one of the Levels supported by the system
Parent * Select an existing Server Group or NONE
Function * Select one of the Functions supported by the system
NTP Server ’7 The IP Address of a reachable NTP server to be used for clock synchronization
1 Configurable for level A only. [Range = Avalid IP address or blank]
NTP Server ,7 The IP Address of a backup MTP server (optional).
2 Configurable for level A only. [Range = Avalid IP address or blank]
S0_carync
Server 5G Inclusion Preferred HA Role
S 0-Caryng= Include in Preferred Spare
so-cargnc-b Include in SG Preferred Spare
VIP Assignment
VIP Address Add

@

Main Menu: Configuration -> Server Groups [ Edit]

........ Infa,...m;
Info
» Pre-Validation passed - Data NOT committed ... Lsed {0 labg
Are alphanu
it.]
izt + Selectthe Network Element f

Element

2. When the Pre-Validation passed message displays, click Apply.

Primary NOAM
VIP: Log out

O~

Click Logout to log out of the SDS GUI.

Welcome guiadmin [Logout]

@ Help

Fri Nov 18 14:43:32 2011 UTC
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1. | PMAC Server Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and
[ ]| (GUI): Log into the | connect to the management IP address assigned to the PMAC server
Platform associated with the SDS SOAM NE.
Management and If a certificate error is received, click on the Continue to this website (not
Configuration recommended) link.
application

6) There is a problem with this website's security certificate.
R

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercq
SErver.

We recommend that you close this webpage and do not continue to
& Click here to close this webpage.

";;j' Continue to this website (not recommended).

@ More information

PMAC Server: Login using the default user and password.

ORACLE

Oracle System Login

Oam

Mon Dec 8 10:49:45 2014 EST

LogIn
Enter your username and password to log in
Usermame: [ ]
Password: [ ]

[ change password

Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Intermet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies.

Qracie and Java are registered trademarks of Oracle Corporation andior its affiliates.
Qther names may be frademarks of their respective owners.
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3. | PMAC Server GUI: | Navigate to VM Management.
[ ]| Access VM CE—

Management ORACLE" Platform Management & Configuration
screen 6.0.0.0.0-60.14.0

£ Main Menu

B & Hardware Virtual Machine Management
oM

. B System Configuration
i Software

=

B Storage

Tasks -

VM Entities

Enc: 50201 Bay:
Enc: 50202 Bay:
Enc: 50203 Bay:
Enc: 50202 Bay:
Enc: 50201 Bay:
Enc: 50201 Bay:
Enc

: 50203 Bay:

1 TWNE_GN7218

dE3 B3 E 3 e
O HO HOHO T DR

4. | PMAC Server GUI: | 1. Inthe VM Entities box, click the plus sign (+) to expand the folder for the
[]]| Select the 1B OAM blade containing the SOAM VM to be converted to the 1B Subscriber
subscriber profile profile.

2. Click on the SOAM VM to be converted to the 1B Subscriber profile.

Virtual Machine Management

/M Entities @ View VM Guest Mame: sdsSO-carync-b

Host: Enc: 10002 Bay: 8F
3
g. Enc: 10002 Bay: 7F

Enc: 10002 Bay: 8F Mum vCPUs: 4
g, cslab-ATTdsr50-b Memory (MBs): 18,256

WM UUID: bféde17e-f38f-444¢-2

VM Info Software Metwark Media

B it Enable Virtual Watchdog: [

Virtual Disks

It is imperative that only the SDS SOAM VM removed from the
server group (Procedure 24) is selected for deletion.

Verify the correct SDS SOAM VM is selected since the next step
@ CA UTION deletes the VM from the OAM blade.
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5. | PMAC Server 1. Click Delete.
[] | GUI: Delete the
VM Edit [ Delete [ Clone Guest ” Regenerate Device Mapping ISO
[ Install 05 [ Upgrade ] Accept Upgrade Reject Upgrade
Copyright & 2010, 2016, Oracle an
2. Click OK to confirm.
Are you sure you want to delete guest sdsS0-carync-b?
l OK D@‘l [ Cancel l
Wait for the Delete Guest succeeded confirmation banner (up to a minute).
Virtual Machine Management
Status
m * Delete Guest succeeded.
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6. | PMAC Server
[] | GUI: Create the
profile on the
server

1. Select the OAM blade containing the SOAM VM to be converted to the 1B

Subscriber profile.
2. Click Create Guest.

Virtual Machine Management

Tasks -

+]

c: 50202 Bay:
» 50203 Bay:
» 50202 Bay: 2
c: 50201 Bay:
c: 50201 Bay:
c: 50203 Bay: 2
L TVOE-50218
. Enc: 50202 Bay:
nc: 50201 Bay: 9

[+ I+ [+ T+

[+ I+ [+ T+

‘ 1 3
Pause Updates

VM Entities @ View VM Host

Name: hostnameb22b|
Enc/Bay: §020111F

Tue Dec 23

4

VM Info Software Metwark Media
Guests Bridges
Name Status Device
DTS3_S0AM_A  Running control
xmi

Name
vgguests

Storage Pools

Capacity MB Allocation MB Aval
266304 112640

3. Click Import Profile.

Virtual Machine Management

Info ~

£, DSR_NOAMP_A
= £ Enc: 50101 Bay: 12F
LS. DSR_NOAMP_B

Create VM Guest

Name:

|

Host{| Enc: 50101 Bay: 12F v|

VM Info

Create

Num vCPUs |1 |4
Memory (MBs): 1024 |4~

Import Profile

VM UUID:
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7. | PMAC Server
[] | GUI: Select the
ISO/Profile
value

1. Select the ISO/Profile option that matches the hardware your SOAM VM

TVOE server is running.

OAM Blade HW

Release | Type ISO File Profile

SDS 7.1 HP BL460 G6 7.1.1.0.0_xx.xx.xx-x86_64 | DP_SOAM_A

DP_SOAM_B

SDS 7.1 HP BL460 7.1.1.0.0_xx.xx.xx-x86_64 | DP_SOAM_A
Gen8/Gen9 DP SOAM B

SDS 7.2 HP BL460 G6 7.2.0.0.0_xx.xx.xx-x86_64 | Not Supported

SDS 7.2 7 7.2.0.0.0_xx.xx.xx-x86_64 | DP_SOAM_1B_RE

SDS 7.3 HP BL460 G6 7.3.0.0.0_xx.xx.xx-x86_64 | Not Supported

SDS 7.3 HP BL460 7.3.0.0.0_xx.xx.xx-x86_64 | DP_SOAM_1B_RE
Gen8/Gen9

SDS 8.0 HP BL460 8.0.0.0.0_xx.xx.xx-x86_64 | DP_SOAM_1B RE
Gen8/Gen9

2. Click Select Profile.

Irmpaort Profile

ISOProfile] cns.3.00 10.4.0--872-2358-102--x865 G4 == DP SOAM & ¥

Select Profile

Hum CPUs:4 Memory (MBs): 16384
Virtual Disks:  prim  Size (MB) Pool  TPD Dev
W 153600 vijguests
NICs: Bridge  TPD Dev
control control
irmi irmi
Hmi #mio ¥

Page | 150

E88971-01




SDS Software Upgrade Guide

Procedure 25. Recreate the SDS SOAM VM with the 1B Subscriber Profile

8. | PMAC Server 1. Type the server host Name (for example, so-mrsvnc-a).
GUI: Create VM .
N 2. Click Create.
host
Virtual Machine Management @ Help
Mon Dec 05 18:34:24 2011 UTC
M Create VM Guest
e = Name:[DP_soAM_A ]
O, DSR_NOAMP_A .
8 O Enc: 50101 Bay: 12F Host| Enc: 50101 Bay: 11F v On 2|
. DSR_NOAMP_B VM Info

Num vCPUs 4 |3 VM UUID:
Memory (MBs):]l 38T

[ Create ] [ Import Profile ]

Note: If the VM guest creation fails due to a Host resources are
oversubscribed error, contact My Oracle Support (MOS) as described
in Appendix T.

3. Verify the task successfully completes by watching the Progress value
change to 100%.

control  52:54:00:15:eb:c

Edit [ Delete ][ mstalloS | [ Upgrade | [ Clone Guest |
L
Target Status Running Time  Start Time 2 BRSS
Enc:50101 Bay:11F Guest creation completed 20111205
Guest:DP_SOAN A (DP_SOAM_A) o 133658
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9. | PMAC Server
[] | GUI: Install the
operating
system

Click Install OS.
\Virtual NICs
Host Bridge Guest Dev Name MAC Addr
cantral control  52:54:00:15eb:6c
xmi xmi  52:54:00:d9:ba;if v
[ Delete ] [ Install OS5 ] [ Upgrade l [ Clone Guest
D
Target Status Running Time Start Time

10. | PMAC Server
[] | GUI: Startthe
installation of

the TPD image

1. Select the TPD image and click Start Install.

Start Install

Select an 1SO to Install on the listed Entities

Image Hame Type Architecture Description
TPC—5.0.0_72.28.0-x86_654 Bootable xB6_G4 official TPD 5.0.0-72.28.0 F
TPD—-5.0.0_72 20 0—x36_64 Bootable x86_64 Official TPD 72.20 release
TPD-5.0.0_72.8.0-x86_G4 Bootable xB6_G4 IS0 for CPA
TWOE—1.0.0_72.30.0—-872-2290-101-x86_64 Bootable xB6_fd latest TVOE IS0

2. Click OK to confirm.

Windows Internet Explorer

0

7

[ ok

i [ Cancel

)

Are you sure wou want ko install TPD--5.0.0_72.28.0--x86_64 on the listed entities?

Monitor the installation task by navigating to Task Monitoring. It should
take about 11 minutes until you see the Progress value change to 100%.

£, Main Menu

B & Hardware Background Task Monitoring

B System Inventory -
= em Configuration
, Software
B Software ID  Task Target
. VM Man;
i Storage j 7239 Upgrade Enc:50202 Ba
: Administration
L EEETT gl Enc:50202 By
i Status and Manage poraie Guest: DSR 4§
'
- askMOHOHH Bl Enc:50202 Ba
B L=gal Notices ra Guest: DSR N
. Haln
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11. | PMAC Server 1. Navigate to VM Management.
[] | GUI: Verify

installation 2. From the Tasks tab, verify the operating system has been installed.

The Application Details section is blank.

B 4 Main Menu .
: Virtual Machine Management

Tasks -
VM Entities @ | VM Guest Name: DTS$3_Sq
Host: Enc: 502
0
G| 1
N [Erzs SUEBLEETE LIF WM Info Software = Network = I
Manage =
Monitoring Enc: 50202 Bay: o ting Syst Detail
P perating System Details
Enc: 50202 Bay: Operating System Red Hat Ent
..... Enc: 50201 Bay: 0S Version 6.5
ETE SIELILERVE TPD UUID 893230e7-b
Enc: 50203 Bay:

Hostname dts3-so-a

TVOE-50218
Enc: 50202 Bay: Platform Software TPD (x86_64

| Enc: 50201 Bay: Platform Version 7.0.0.0.0-86.

Application Details

12. | PMAC Server 1. From the Network tab, record the control IP address for this SOAM VM (to
[] | GUI: Upgrade be used later).

the network. 2. Click Upgrade.

Virtual Machine Management

Tasks -

VM Entities @ VM Guest Name: DTS3_SOAM_A
Host: Enc: 50201 Bay: 11
o

4 | 1

O Enc: 50201 Bay: 11F

= =L VMinfo  Software Wedia
2o MNetwork Interfaces
O, Enc: 50203 Bay: 1F
Enc: 50202 Bay: 2F Port IP Addr
2 - fe80:.c5:74ff fead:3f0d
O, Enc: 50201 Bay: 12F i 10.240.38.78
g, Enc: 50203 Bay: 2F _ feB0:6e1dfffe03: Thec
TVOE-50218 K 10.240.39.150
O, Enc: 50202 Bay: 8F ool fe80:6F4fffe51:5¢5
O, Enc: 50201 Bay: 9F 192.168.1.164

’ Delete H Clone Guest H Regen

[ Install 05 ][ Upgrade ] Accept Upg
[7] Pause Updates Al I
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13.
[

PMAC Server
GUI: Start the
software
upgrade

1. Selet the SDS version from the Image Name column and click Start

Software Upgrade.

Select Image

Image Name Type

DESR-7.1.0.0.0_71.4.0-x36_54 Upgrade
DSR-7.1.0.0.0_71.5.0-x36_54 Upgrade
S05-7.1_71.1.0-x36_64 pagrade

TPD.install-7.0.0.0.0_86.14.0-OracleLinuxG.5-
¥B6_G4

4 I

Bootable

Architecture
¥B6_B4
¥B6_B4
¥B86_64

¥86_64

| Start Software Upgrade |
2. Click OK to confirm.

Message from webpage &
f = | Areyou sure you want to upgrade to 505-7.1 71.1.0-:86_64 on the listed
W' entities?
oK | ‘ Cancel
3. Navigate to Task Monitoring to monitor the upgrade.
B & Main Menu . .
B & Hardware Background Task Monitoring
g m Inventory
: m Configuration
M Software ID  Task Target

i [ VM Management

] 7239 Upgrade

Enc:50202 Ba

ation

Enc:50202 B3
tatus and Manage ] 7238 Upgrade Guest: DSR_ 9§

'
B E=d. s ) 7257 Uparad Enc:50202 B
B Legal Motices ENIENEE Guest: DSR N

] 7236 AddImage
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14,
[

Primary SDS
VIP: Export the
recreated SOAM
server

1. Navigate to Configuration > Servers.

Connected using VIP to dts3-sds-b (ACTIVE NETWORK DAMEP)

53 M8 Administration Main Menu: Configuration -> Servers
ﬁ & Configuration
= 7
Server Network
Hostname Role System ID Group Element
MNetwork NOAMP_ =ds_nog
IR DAMEP group  mp
MNetwoaork NOAMP_ =ds_nog
LIRS OAMEP group  mp
C icat Agent ]
: i Communication Agent | Insert | Report
i SDS — —

2. Select the recreated SOAM server from the list.

Hostname Role Server Group Network Element Location Details
XMI: 10.250.55.124

sds-mrsvnc-a Metwork QAMEP sds_mrsvnc_grp sds_mrsvnc Marrisville_NC IMI: 169.254.100.11
sds-mrsvncb Network OAMER sds_mrswnc_grp sds_mrsvnc Morrisville_NG m‘ 11609222:132132
gs-mrsvnc-1 Query Senver sds_mrsvnc_grp sds_mrsvnc Morrisville_NC m::l:‘l‘IBUQQQSSUAI._S‘ISU.‘UIQ'I?}
drsds-dallast-a Network OAMEP drsds_dallast gp  dr_dallast Dallas_Tx e
so-canync-a System DAM so_canne Cary_NC Sz b

IMI: 10.240.38.78

3. Click Export.

XMI: 10.240.38.150

so-carync-a %System QAN s0_carync Cary_NC M 10 240,98 78
15. | SDS VIP CLI: Connect to the active SDS NOAM CLI using SSH terminal session to the NOAM
[] | Access the VIP address.
active NOAM
server CLI
16. | SDS VIP CLI: Log into the server as the admusr user.
[] | Login login: admusr
Password: <admusr password>
17.| SDS VIP CLI: Change directory into the file management location.
[l Qhange $ cd /var/TKLC/db/filemgmt
directory
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18. | SDS VIP CLI: Get a directory listing and find the configuration file containing the SOAM server
[] | Directoy list name
$ 1s —-ltr TKLCConfigData*.sh
*** TRUNCATED OUTPUT ***
-rw-rw-rw- 1 root root 2208 Dec 19 16:50
TKLCConfigData.so-carync-b.sh
19. | SDS VIP CLI: Copy the configuration files found in the previous step to the PMAC.
l COpY o $ scp -p <configuration file> admusr@<PMAC Mgmt IP>:/tmp/
configuration file . - -
admusr@xxx.xxXx.xXx.xXx's password: <admusr password>
TKLCConfigData.so-carync-b.sh 100% 1741 1.7KB/s 00:00
20.| SDS VIP CL1I: $ exit
[] | Log out of the
active NOAM
CLI
21. | PMAC Server Use SSH to log into the PMAC guest VM server as the admusr user.
[l | CLI: Login login: admusr
Password: <admusr password>
22. | PMAC Guest Copy the server configuration file to the control IP for the SDS SOAM VM.
[] VM: Copy $ scp -p /tmp/<configuration file>
configuration file | agmusr@<sps SOAM VM Control IP>:/tmp/
admusr@xxx.xxx.xXxx.xxx's password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00
Note: The control IP for each the SOAM VM was recorded in step 12 of this
procedure.
23. | PMAC Guest Connect to the SOAM server CLI from the PMAC server console.
[] | VM: Connectto | s ssh <SDS SOAM VM Control IP>
the SOAM ,
admusrl@xxx.xxx.xxx.xxx's password: <admusr password>
server CLI —
24. | SOAM Guest Copy the server configuration file to the /var/tmp directory on the server, making
[] | VM: Copy sure to rename the file by omitting the server hostname from the file name.

configuration file

Example: TKLCConfigData.<server_hostname>.sh translates to

TKLCConfigData.sh

$ cp -p /tmp/TKLCConfigData.so-carync-Db.sh
/var/tmp/TKLCConfigData.sh

Note: The server polls the /var/tmp directory for the presence of the
configuration file and automatically executes it when found.
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25.
[

SOAM Guest
VM: Monitor for
broadcast
message sent to
the terminal

Note: The time to complete this step varies by server and may take from 3-5

minutes to complete.

*** NO OUTPUT FOR = 3-5 MINUTES ***
(Mon Dec 14 15:47:33 2009):

Server configuration completed successfully!

Broadcast message from root

See /var/TKLC/appw/logs/Process/install.log for details.

Remove the USB flash drive if connected and reboot the
server.

<ENTER>

SOAM Guest
VM: Accept
upgrade to the
application
software

$ sudo /var/TKLC/backout/accept
Called with options: --accept

Loading Upgrade: :Backout: :RPM

Accepting Upgrade

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
Cleaning
Checking /
/boot

/ tmp

up RPM config backup files...

Checking
Checking
Checking /usr
/var
/var/TKLC

/tmp/appworks_temp

Checking
Checking
Checking
Checking /var/TKLC/appw/logs/Process
Checking /var/TKLC/appw/logs/Security
/var/TKLC/db/filemgmt
/var/TKLC/rundb

cleanup of RCS repository.

Checking
Checking
Starting
INFO: Removing '/var/lib/prelink/force' from RCS repository

INFO: Removing '/etc/my.cnf' from RCS repository

SOAM Guest
VM: Verify the
desired time
zone is currently
in use

$ date

Mon Aug 10 19:34:51 UTC 2015

Configure the time zone (optional)

$ sudo set ini tz.pl <time zone>

Note: The following command example sets the time to the UTC (aka GMT)
time zone, which is recommneded for all sites.

Replace, as appropriate, with the customer requested time zone for this
site installation. See Appendix H from reference [1] for a list of valid time
zones.

$ sudo set ini tz.pl “Etc/UTC”
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28. | SOAM Guest Reboot the SOAM server.
[] | VM: Rebootthe | s sudo init 6

SOAM server
Sample output:

Connection to xXxXxX.xxXX.xXxxX.xXxXX closed by remote host.

Connection to XxXX.XXX.XXX.XXX closed.

29. | PMAC Guest Reboot and reconnect to the SOAM server console from the PMAC server
[] | VM: Reboot the | console.

SOAM server $ ssh <SDS_SOAM VM Control IP>

console - T ~

admusr@xxx.xxXx.xXx.xXx's password: <admusr password>

30. | SOAM Guest Verify IMI and XMI addresses have been applied.

D VM: Verify $ ifconfig |grep in
address control Link encap:Ethernet HWaddr 52:54:00:23:DC:32
inet addr:192.168.1.199 Bcast:192.168.1.255 Mask:255.255.255.0
imi Link encap:Ethernet HWaddr 52:54:00:33:DC:DC
inet addr:10.240.38.78 Bcast:10.240.38.127 Mask:255.255.255.192
lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
xmi Link encap:Ethernet HWaddr 52:54:00:63:63:BD

inet addr:10.240.39.150 Bcast:10.240.39.255
Mask:255.255.255.128

31. | SOAM Guest Syscheck the current health of the server.

[] VM: Check $ sudo syscheck

health of server Running modules in class hardware...

OK
Running modules in class disk...

OK
Running modules in class net...

OK
Running modules in class system...

OK
Running modules in class proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
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32.
[

SOAM Guest
VM: PING the
XMI IP address

From the SOAM Guest, ping the IMI IP address of the mate SOAM VM Guest.
$ ping -c¢ 5 10.240.38.78

PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.

64 bytes from 10.240.38.78: icmp seg=1 ttl=64 time=0.031 ms

64 bytes from 10.240.38.78: icmp seg=2 ttl=64 time=0.017 ms

64 bytes from 10.240.38.78: icmp seqg=3 ttl=64 time=0.031 ms

64 bytes from 10.240.38.78: icmp seg=4 ttl=64 time=0.028 ms

64 bytes from 10.240.38.78: icmp seg=5 ttl=64 time=0.030 ms

64 bytes from 10.240.38.78: icmp seg=6 ttl=64 time=0.028 ms
---10.240.38.78 ping statistics ---

6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms

SOAM Guest
VM: PING the
XMI IP address

From the SOAM Guest, ping the XMI IP address of the mate SOAM VM Guest.
$ ping -c 5 10.240.39.150

PING 10.240.39.150 (10.240.39.150) 56(84) bytes of data.

64 bytes from 10.240.39.150: icmp seg=1 ttl=64 time=0.024 ms
64 bytes from 10.240.39.150: icmp seg=2 ttl=64 time=0.033 ms
64 bytes from 10.240.39.150: icmp seg=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.150: icmp seg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.150: icmp seg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.150: icmp seg=6 ttl=64 time=0.026 ms
---10.240.39.150 ping statistics ---

6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms

SOAM Guest
VM: PING the
gateway

From the SOAM Guest, ping the local XMI gateway address associated with the
SOAM NE.

$ ping -c 5 10.240.39.1

PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
64 bytes from 10.240.39.
64 bytes from 10.240.39.
64 bytes from 10.240.39.
64 bytes from 10.240.39.
64 bytes from 10.240.39.
64 bytes from 10.240.39.1: icmp seg=6 ttl=64 time=0.026 ms
---10.240.39.1 ping statistics ---

icmp seg=1 ttl=64 time=0.024 ms
icmp seg=2 ttl=64 time=0.033 ms
icmp seg=3 ttl=64 time=0.032 ms
icmp seg=4 ttl=64 time=0.026 ms

e

icmp seg=5 ttl=64 time=0.027 ms

6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms

SOAM Guest
VM: Verify
server
connectivity

Use the ntpg command to verify the server has connectivity to at least one of the
assigned NTP server(s).

Note: NTP connectivity is denoted by the presence of an asterisk (*) to the left
of one of the remote IP addresses.

$ ntpg -np
remote refid st t when poll reach delay offset jitter

+10.250.32.10 192.5.41.209 2 u 139 1024 377 2.008 1.006 1.049
*10.250.32.51 192.5.41.209 2 u 979 1024 377 0.507 1.664 0.702
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If connectivity to the NTP server(s) cannot be established, stop and

repeat the previous step until NTP connectivity is established before

@ CAUTION -
continuing to the next step.

SOAM Guest VM:

Exit from the SOAM command line to return the PMAC server console

D Exit from the SOAM | prompt.

$ exit
37.| PMAC Guest VM: $ exit
[] | Exit from the PMAC

server

Procedure 26 adds the newly created SOAM VM to the SOAM server group.

Procedure 26. Place the SDS SOAM VM into the SOAM Server Group

1.
[

SDS NOAM VIP: | Open an approved Web browser (Internet Explorer 8.0, 9.0, or 10.0) and connect

Log into the to the SDS NOAM VIP address.
NOAM VIP If a certificate error is received, click on the Continue to this website (not
address recommended) link.

There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trust
The security certificate presented by this website was issued for a different

Security certificate problems may indicate an attempt to fool you or intercy
SErVer.

We recommend that you close this webpage and do not continue to
& Click here to dose this webpage.

"gij' Continue to this website (not recommended).

@ More information
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2. | SDS NOAM VIP:

[]] Login

Login using the default user and password.

ORACLE

Oracle System Login

Tue Nov 4 13:38:12 2014 EST

Log In

Username: |
Password:

Change password

Enter your username and password to log in

‘Welcome to the Oracle System Login.

Unauthorized access is prohibited. This Oracle system reguires the use of Microsoft Internet Explorer 8.0, 9.0, or
10.0 with support for JavaScript and cookies

Qracle and Java are registered trademarks of Oracle Corporation andior its affiliates.
Other names may be frademarks of their respective owners.

Copyright @ 2010, 2014, Cracle andfor its affiliates. All rights reserved.

SDS NOAM VIP: | 1.
Edit the SOAM

O®

Navigate to Configuration > Server Groups.

server VIP ic dts3-sds-b (ACTIVE NETWORK OAM&P
Main Menu: Configuration -> Server Groups
= - Con
3 Server Group Name  Level Parent Function Coll
DP_group C SOAM_group sSDs 1
urce Domains
DRMO_group A MNOME SDs 1
NOAMP aroun A MNOME |N& 1
4 m
| Insert | | Repart |
2. Select the SOAM server that was converted to the 1B Subscriber profile.
Main Menu: Configuration -> Server Groups & Help
Wed Aug 01 19:51:42 2012 UTC]
Server Group Name  Level Parent Function Servers
drsds_dallasb_grp A NONE sDS dr_dalla';; drsds_sfa"‘;':;m_a HE R el HE
NE Server HA Role Pref VIPs
sds_mrsvnc gs-mrsvnc-1 10.250.55.125
TEETETEETY B EEE 28 sds_mrsvnc Sds-mrsvnc-a 10.250.55.125
sds_mrsnc  sds-mrswncb  SPARE 10.250.55.125
S0_carync_grp B sds_mrsvnc_arp  SDS NE Server HA Role Pref VIPs
3. Click Edit.
[Inaert ][Edit][ Delete ” Report ]
Note: You may need to scroll to see the Edit button.
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4. | SDS NOAM VIP:
[ ]| Ready server for
pre-validation

1. Mark the SG Inclusion checkbox for the server.

S0_carync

Server SG Inclusion Preferred HA Role
so-carync-a Include in 3G | Preferred Spare
so-carync-o Include in 3G || Preferred Spare

Main Menu: Configuration -> Server Groups [ Edit]

+ Pre-Validation passed - Data MOT committed ... used to labg
are alphanu
it]
Hetork * Selectthe Metwork Element f
Element

The Info banner changes to Data committed.

Main Menu: Configuration -> Server Groups [ Edit]
Info -
Info Description
.- Unique identifier used to label
» Data committed! * Valid characters are alphanur
not start with a digit]
BT . Selectthe Network Element fo
Element

2. When the Pre-Validation passed message displays, click Apply.
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5. | SDS NOAM VIP: | 1. Navigate to Alarms & Events > View Active.
[]| View alarm status

Connected using VIP to sds-rlghnc-a (ACTIVE NETWORK OAM&P)

ain Menu
8 Administration Main Menu: Alarms & Events -> View Active

B Configuration
- Tasks =
HO_rlghnc_grp
Event 1D Timestamp Severil
Seq#
Alarm Text Additiof

2. Verify Event ID 10200 Remote Database re-initialization in progress is
present with the SDS SOAM server hostname.

Main Menu: Alarms & Events -> View Active

NO_righnc_grp

Event ID Timestamp Severity Product Process NE

Seq#
ed Text Additional Info
apwSoapS

2015-08-12 15:40:57 436 UTC DAM e

MO_RLJ
350 s
Remote Database re-initialization in

progress Remote Database re-initialization in progress

Do not proceed to the next step until the alarm clears for the SDS
SOAM server.

Monitor the Event ID 10200 Remote Database re-initialization in
@ CAUTION progress alarm.
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6. | SDS NOAM 1. Navigate to Status & Manage > Server.
[] | VIP: Verify
status Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)
= 13in Menu
a8 Administration Main Menu: Status & Manage -> Server
i@ Configuration :
: B Alarms & Event:
B Security Log
Server Hostname i Network Element Appl
\ State
[l Network Elem !
‘ dts3-dp-1 sds_soam Enabled
. HA dis3-sds-a sds_noamp Enabled
)3 diz3-sds-b sds_noamp Enabled
dis3-so-a sds_soam Enabled
dis3-so-b sds_soam Enabled
2. Verify Server Status is Normal (Norm) for Database (DB) and Man for
Processes (Proc).
Main Menu: Status & Manage -> Server & Help
Wed Aug 01 21:11:16 2012 UTC
Network Element Server Hostname 221; Alm DB Efaﬁ':mg Proc
dr_dallastx dreds-dallastea Enabled MNorm Morm Morm Morm
sds_mrsvne sds-mrsvnc-a Enanled [JIETEM Morm Morm Morm
sds_mrsvnc sds-mrsvnc-b Enabled MNorm Morm Morm Morm
sds_mrsvnc qs-mrsvnc-1 Enabled Morm Morm
S0_cannc s0-carync-b Dizabled Warn Morm
s0_cannc so-canync-a Enabled Morm Morm
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7. | SDS NOAM 1. Select the SOAM server.
[] | VIP: Restart the

SOAM server Main Menu: Status & Manage -> Server

Network Element Server Hostname Appl Alm DB
State

dr_dallastx drsds-dallast-a Enabled Morm Naorm
sds_mrsvnc sds-mrsvnc-a Enabled [JEIEE Norm
sds_mrsvnc sds-mrsvnc-b Enabled Morm Morm
sds_mrsvnc qs-mrsvnc-1 Enabled Morm Morm
S0_carync so-carync-b Disabled Warn MNorm
S0_carync S0-cannc-a Enabled Morm Morm

@ Help
Wed Aug 01 21:11:16 2012 UTC
Stams  Proc
MNorm MNorm
Marm MNarm
Marm MNarm
Marm MNarm
Marm
Marm MNarm

2. Click Restart.

[Stnp][ Restart ][ Reboot ]

3. Click OK to confirm.

Windows Internet Explorer

€ | Are you sure you wish to restart application software
\._4-«/ on the following server(s)?
S0-Carync-a

[ Ok %J[ Cancel ]

Main Menu: Status & Manage -> Server [ Restart]

Filter - Status -
Status

Repl
m * so-carync-a: Successfully restarted application.

Marm

cdc  rarcuon

[ Al C. AP

cdc maroune o

A Successfully restarted application message displays in the banner.
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Procedure 26. Place the SDS SOAM VM into the SOAM Server Group

8. | SDS NOAM 1. Navigate to Status & Manage > Server.
[] | VIP: Verify
status Connected using VIP to dts3-sds-a (ACTIVE NETWORK OAM&P)
B 2 Main Menu
" @m Administration Main Menu: Status & Manage -> Server
i@ Configuration :
B Alarms & Events
8 Security Log
= & Status & Manage Server Hostname iNetm)rk Element ';E:L
i i [l Network Elements :

; dts3-dp-1 sds_soam Enabled
dis3-sds-a sds_noamp Enabled
diz3-sds-b sds_noamp Enabled
dis3-so-a sds_soam Enabled
dis3-so-b sds_soam Enabled

2. Verify Appl State is Enabled and Server Status is Normal (Norm) for Alarm
(Alm), Database (DB), Reporting Status, and Processes (Proc).
Main Menu: Status & Manage -> Server [ Restart] & Help
Wed Aug 01 21:14:18 2012 UTC
Status ~
Network Element Server Hostname ';:’:;le Alm DB Efaﬁ:i“g Proc
dr_dallastx drsds-dallaste-a Enabled MNorm Morm Morm Morm
sds_mrsvnc sds-mrsvnc-a Enabled [JEEE Morm Norm Morm
sds_mrsvnc sds-mrsvne-b Enabled Morm Maorm Marm Marm
sds_mrsvnc gs-mrsvnc-1 Enabled__blocaa bl bloro Morm
S0_carync so-carync-b @orm Maorm Marm E
S0_carync S0-carync-a Enabled Torm e feTTTT Morm
Note: To refresh the Server Status screen in advance of the default setting
(15-30 sec.), navigate to Status & Manage > Server again.
9. | SDS NOAM Click Logout to log out of the SDS GUI.
[] | VIP: Log out
Welcome guiadmin [Logout]
@ Help
Fri Now 18 14:43:32 2011 UTC
10. | SDS Health Execute SDS Health Check procedures as specified in Appendix A.
[] | Check

Appendix K Manual Completion of Server Upgrade

This procedure is performed to recover a server that did not properly complete an upgrade. This

procedure should be performed only when directed by MOS or by another procedure within this
document.

In the normal upgrade scenario, the steps in this procedure are automatically performed by the upgrade
process.
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Procedure 27. Manual Completion of Server Upgrade

1. | Primary SDS 1. Navigate to Status & Manage > HA.
[] | NOAM VIP: Edit
the Max Allowed
HA Role

2. Locate the server to be completed and verify the Max Allowed HA Role is
Standby.

Connected using VIP to sdsi-nob-1191036 (ACTIVE NETWORK OAM&P)

= O Main Menu
& Administration Main Menu: Status & Manage -> HA
i Configuration -
i Alarms & Events
- i Security Log Max
= & Status & Manage Hostname OAMHA  Application .. q
Role HARole  [1a'poe
[l Network Elements =z
sds1-noa-1191038 Standby 00s Active
sds1-nob-1191038 Active 005 Active
5051-qs-1191034 Observer  DOS Observer
- | Processes SDS-501-BigRed1 Standby 005 Active
i Tasks SD5-502-BigRed Active 005 Active
B Files SDS-DP1-BigRed1 Active 00s Active
i Measurements SDS-DP2-BigRed1 Standby 008
i Communication Agent SDS-DP3-BigRed1 Active 00S Attve
3. Click Edit.
Main Menu: Status & Manage -> HA
e Max
Hostname 3'::':: LS ﬁgpgg?e"o" Allowed
HA Role
sds1-noa-1191038 Standby 00s Active
5ds1-nob-1191036 Active 00s Active
5ds1-gs-1191034 Ohserver 00s Observer
SDS-501-BigRed1 Standby 0035 Aclive
5DS-502-BigRed1 Active 00s Active
SDS-DP1-BigRed1 Active 00s Active
SDS-DP2-BigRed1 Standby 00s Standby
Eat| ) 3

4. Change the Max Allowed HA Role to Active.
5. Click OK.
Main Menu: Status & Manage -> HA [Edit]

Hostname Max Allowed HA Role
sds1-noa-1191038 Active ¥
5ds1-nob-1191036 Active ¥
5051-g5-1191034 Observer ¥
5D5-S01-BigRed1 Active T
5D5-502-BigRed1 Active T
5D5-DFP1-BigRed1 4 Active ¥

SDS-DP2-BigRed1
5 Ok |Cancel

Page | 167 E88971-01




SDS Software Upgrade Guide

Procedure 27. Manual Completion of Server Upgrade

2. | Primary SDS Main Menu: Status & Manage -> HA
[ ]| NOAM VIP:
Verify the Max ,
Allowed HA Role
changes to
Active . Max
Hostname sl B L Allowed
Role HA Role HA Role
sds1-noa-1191038 Standby o0s Active
sds1-nob-1191036 Active 00s Active
sds1-g5-1191034 Observer o0s Observer
SD5-501-BigRed1 Standby D0s Active
SD5-502-BigRedq Active 00s Active
SD5-DP1-BigRedq Active D0s Active
SDS-DP2-BigRed1 Active 00S
3. | Primary SDS 1. Navigate to Status & Manage > Server.
[] | NOAM VIP: .
Restart the 2. Select the server to be completed and click Restart.
server Connected using VIP to sds1-nob-1191036 (ACTIVE NETWORK OAM&P)
EE Mal:d:::il;tmtion Main Menu: Status & Manage -> Server
e
B Security Log ||/ i
: & Status & Manage Server Hostname ENetwork Element Appl State Alm
i i~ [l Network Elements BR2Om T BigRed_SOAMP Enabled Warn
. 1 BR2-5DS-S0A BigRed_SOAMP Enabled Warn
‘HA BR2-5DS-SOB BigRed_SOAMP Enabled Warn
‘ Es:abase 5DS-DP1-BigRed1 S0_BigRed1 Enabled Warn
=pm:esses SDS-DP2-BigRed1 2 50_BigRed1
i Tasks
B Files Steboot MNTP Sync || Report
B Measurements : .
iy @@ Communication Agent
: i SNS i
After a few minutes, the Appl State changes to Enabled.
4. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
N \I\I/ecz)r'i?‘\Ms\e/rl\E)ér 2. Verify the Upgrade State changes to Accept or Reject and the status
comgletion message changes to Success: Server manually completed.

Main Menu: Administration -> Software Management -> Upgrade
Tw
Tasks -
Primary_NO_grp BR1_DP1 BR1_DP2 BR1_DP3 BR1_DP4 BR2_DP1_SG BR2_S0_SG BigRed1_SD5_SO DR_NO_grp
o Upgrade State 0OAM Max HA Role Application Version Start Time Finish Time
ostname
Server Status Appl Max HA Role Upgrade 1SO Status Message
Accept or Reject Zdiive 72000-72.240 2016-06-07 02:01:11 UTC  2016-06-07 [
SDS-DP2-BigRed1 .
| 00§ | SDS-7.2.0.0.0_72.24.0-x86_64.is Success: Server upgrade is complete
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Appendix L ISO Link Correction

This procedure performs the ISO symlink correction and is required when upgrading from Release 7.1,
7.2,7.3,0r 7.4 to SDS 8.0 and later. In SDS 7.x, the ISO image management was changed to put a
symlink in the /var/TKLC/upgrade directory to the actual file in the /var/TKLC/db/filemgmt directory.
However, to support the storage reclamation feature used in SDS 8.0, in preparation for future dual image
upgrade, the symlinks to the ISO image in the /var/TKLC/db/filemgmt/isos directory must be removed
and replaced with direct copies of the ISO image in the /var/TKLC/upgrade directory. This must be
executed after the application ISO has been deployed, but before the software upgrade in section 7. This
may be done in a maintenance window before the actual upgrade maintenance window.

This procedure is not required if the source release is 8.x.

@ WA RN I N G Failure to perform this procedure may cause the upgrade to fail.

Procedure 28. ISO Link Correction

1. | Verify this e Is the topology of servers to be upgraded currently running SDS release
[I procedure should 7.1, 72, 73, or 7.4?
be run e Has the SDS 8.x ISO been deployed?
If Yes to the above questions, then proceed to the next step.
If No, this procedure is complete.
2. | Active NOAM 1. Navigate to Status & Manage > Files.
[] GUI: Undeploy all _
unneeded 1SO 2. Select to remove all unneeded old ISO images from the /var/TKLC/upgrade
images directory. Keep the ISO image file being used for this upgrade.
3. Click Undeploy ISO.
This saves space in the /var/TKLC/upgrade directory.
4. Click OK to confirm the ISO undeployment.
This launches the ISO un-deployment to the entire topology. This function
removes the symlink in /var/TKLC/upgrade to the ISO in the isos directory.
The Tasks menu displays the status of the undeployment for each server.
5. Click View ISO Deployment Report.
3. | Active NQAM Use the SSH command (on UNIX systems - or putty if running on Windows) to
[]| CLE: Logintothe | |oq into the active NOAM.
active NOAM ssh admusr@<NOAM VIP>
password: <enter password>
4. | Active NOAM Mount the SDS 8.0 ISO image. The following example uses a SDS ISO image
[]| CLI: Mount the name as an example. Use the appropriate application ISO image name.
ISO image $ sudo mount -o loop /var/TKLC/db/filemgmt/isos/SDS-
8.0.0.0.0 80.x.y-x86_64.iso /mnt/upgrade
5. AC“_VQ NOAM Copy the script from the mounted ISO to /var/tmp to use it.
[] CLLICOpythe $ cp /mnt/upgrade/upgrade/bin/changelLinksToFiles.php
scrip /var/tmp
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Procedure 28. 1SO Link Correction

6. Aﬁtli_ve NOAM | Unmount the SDS 8.0 1SO image.
[l ICSOI ir:;g;ountt € $ sudo umount /mnt/upgrade
7. AET_V\G/ NF?A';]A Make the script executable.
[l g;nbuéylyt € $ chmod +x /var/tmp/changelLinksToFiles.php
executable $ 1s -1 /var/tmp/changelLinksToFiles.php
-r-x------ 1 admusr admgrp 2652 Dec 2 14:07
/var/tmp/changelLinksToFiles.php
In the above example, the x is present for admusr, indicating the script is
indeed executable for the user.
8. | Active NOAM Execute the script to change the symlink into a copy of the ISO image file.
[] CLI: Execute the . .
script $ /var/tmp/changelLinksToFiles.php

The script uses SSH to contact all servers in the topology and convert any link
to an ISO images in /var/TKLC/upgrade into a copy of the ISO image file.

Example output for each server in the entire topology.
$ /var/tmp/changelLinksToFiles.php
server: NOl1
hostname alias based on service: nol-internalimi
FIPS integrity verification test failed.

Warning: Permanently added 'nol-
internalimi, 192.168.1.11"'" (RSA) to the list of known

hosts.
found link /var/TKLC/upgrade/SDS-8.0.0.0.0 80.20.0-
x86 64.iso

FIPS integrity verification test failed.

Warning: Permanently added 'nol-
internalimi, 192.168.1.11' (RSA) to the list of known
hosts.

Remove command succeeded! host: nol-internalimi, file:
/var/TKLC/upgrade/SDS-8.0.0.0.0 80.20.0-x86_64.iso

FIPS integrity verification test failed.

Warning: Permanently added 'nol-
internalimi, 192.168.1.11"'" (RSA) to the list of known
hosts.

Copy command succeeded! host: nol-internalimi, file:
/var/TKLC/upgrade/SDS-8.0.0.0.0 80.20.0-x86 64.iso

The following expected messages can be ignored:
FIPS integrity verification test failed.

Warning: Permanently added '<host>-internalimi,<ip
address>' (RSA) to the list of known hosts.

If any unexpected failure messages occur, it is recommended to contact My
Oracle Support (MOS) for guidance.
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Appendix M

Increase Maximum Number of Open Files

This procedure finds the maximum files open in the SDS system, and whether a workaround is required
or not.

This procedure is required when upgrading from release 5.x or 7.x to SDS 8.x and later.

This pertains to any SDS site that has more than 1024 open files on the system.

The way to find out if the system needs these workaround steps is to find out how many open files are
currently being read or written to. The idbsvc process handles all the files being merged to the NOAM, so
this process determines and increases, if necessary, the maximum number of current open files.

Procedure 29. Increase Maximum Number of Open Files

1.
[

Active NOAM:
Log into the active
NOAM and find
the process ID of
idbsvc

Determine the number of files currently open.

1.

Use the SSH command (on UNIX systems — or putty if running on

Windows) to log into the active NOAM.

ssh <NOAM XMI IP address>

login as: admusr

password: <enter password>

Note: The static XMI IP address for each server should be available in
section 3.1.2.

Retrieve the pid of idbsvc. The pid is highlighted in blue in the sample
output shown:

S ps -ef | grep -i idbsvc

root 4369 idbsvc Up 03/01
13:03:28 1 idbsvc -M10 -ME204 -D40 -DE820 -Wl -S2

The number of open files displays with the Isof command. Use the
highlighted value in place of XXXX in the Isof command.

$ sudo lsof -p XXXX | wc -1
1278
Record the number of files currently open:

Enter the following command to retrieve the pid of tpdProvd. The pid is
highlighted in blue in the sample output below:
$ ps -ef | grep -i tpdProvd

tpdProvd 347635 1 0 06:09 2 00:00:11
/usr/TKLC/plat/bin/tpdProvd

The number of open files displays with the Isof command. Use the
highlighted value in place of XXXX in the Isof command.

$ sudo lsof -p XXXX | wc -1
1280
Record the number of files currently open:
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Procedure 29. Increase Maximum Number of Open Files

2. | Active NOAM: Display the maximum number of open files for idbsvc.
[l Flnd.out the 1. Use the highlighted value from step 1, sub-step 2 in place of XXXX in the
maximum number cat command below.
of open files
permitted in $ sudo cat /proc/XXXX/limits | grep -i open
system Max open files 32768 32768 files
2. The output of the cat command displays the maximum number of files that
can be open by the idbsvc process.
3. Record both values here:
Soft Limit (1% value): Hard Limit (2" value):
Display the maximum number of open files for tpdProvd.
4. Use the highlighted value from step 1, sub-step 4 for tpdProvd in place of
XXXX in the cat command below.
$ sudo cat /proc/XXXX/limits | grep -i open
Max open files 1024 4096 files
5. The output of the cat command displays the maximum number of files that
can be open by the tpdProvd process.
6. Record both values here:
Soft Limit (1% value): Hard Limit (2" value):
3. | Active NOAM: e If the number of currently open files (step 1, sub-step 3) of idbsvc is less
]| Check if current than the maximum allowed (step 2, sub-step 2 Soft Limit for tpdProvd), for
number of open example, number of currently open files (used by idbsvc) is less than 1024,
files (used by then this procedure is complete.
:P'b_SVC) isinsafe | o f the number of currently open files are more than the maximum allowed
imit (step 2, sub-step 2 Soft Limit for tpdProvd), that is, 1024, go to the next
step.
Repeat this procedure (if required) for other NOAM servers.
4. | Active NOAM: e If the maximum number of open files value (step 2, sub-step 2 - Soft Limit)
]| Check if maximum for tpdProvd is already set to 32768, this procedure is complete.

number of open
files for tpdProvd
is already set

If maximum value is not already set, then go to the next step.

Repeat this procedure (if required) for other NOAM servers.
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Procedure 29. Increase Maximum Number of Open Files

Active NOAM:
Increase
maximum number
of open files

1.

2.

Caution:

Use a text editor with sudo, edit the /etc/init/tpdProvd.conf file to add the
following two lines just before the Start the daemon comment line:

# increase open file limit

limit nofile 32768 32768

Example:

#

# restart tpdProvd up to 10 times within a 100 second period.

# If tpdProvd fails to start 10 times within a 100 second period then

# it most likely has a deeper problem that restarting will not overcome.
10 100

4 increase open file limifd
nofile 32768 32768

#
# Start the daesmon
Save the file and close the editor.

Do not edit any other line in this file. You can back up the file, if
required.

0o

Active NOAM:
Restart the
tpdProvd process

Type the following command to stop tpdProvd:
$ sudo initctl stop tpdProvd

Type the following command to restart tpdProvd
$ sudo initctl start tpdProvd
Sample output:

tpdProvd start/running, process 186743

X

Active NOAM
CLI: Recheck the
open file
maximum limit is
set for tpdProvd

Retrieve the pid of tpdProvd. The pid is highlighted in blue in the sample
output below:

S ps -ef | grep -i tpdProvd
tpdProvd 347635 1 0 06:09 2
/usr/TKLC/plat/bin/tpdProvd

Use the highlighted value in place of XXXX in the cat command below.

00:00:11

$ sudo cat /proc/XXXX/limits | grep -i open
32768 32768 files
Verify the output displays the maximum number of open files is 32768. If

the value is NOT 32768, it is recommended to contact My Oracle Support
(MOS) per Appendix T.

Max open files
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Appendix N

Advanced Health Check

This procedure verifies if UDP/TCP port 53 is open between NOAM and each DR NOAM site, NOAM site,
and each SOAM site; and between MPs and each name server of the /etc/resolv.conf file.

Procedure 30. Advanced Health Check

1.
[

Verify if UDP/TCP port 53 is
open between NOAM and each
DR-NOAM site

1.

From the command prompt of the server with the alarm,
execute:

sudo nmap -sTU -p 53 <DR-NOAM hostname>
Verify that the customer firewall is configured to allow DNS
traffic on UDP/TCP port 53:

Example:

[admusr@Icepick-NO-A ~]$ sudo nmap -sTU -p 53
Icepick-DRNOAM-A

Starting Nmap 5.51 ( http://nmap.org ) at
2018-03-02 17:57 EST

Nmap scan report for Icepick-DRNOAM-A
(10.75.202.173)

Host is up (0.00025s latency).

rDNS record for 10.75.202.173: Icepick-
DRNOAM-A.platform.cgbu.us.oracle.com

PORT STATE SERVICE
53/tcp open domain
53/udp open domain
MAC Address: 02:05:39:E0:60:8A (Unknown)

Nmap done: 1 IP address (1 host up) scanned
in 5.60 seconds

If the port is in any state other than Open, then inform the
customer before accepting the upgrade.

Note: If the ports are Closed, it may be because no services

are running on the far end. Check with the customer to
make sure the firewall has been configured to allow DNS
traffic on port 53.

If the port is Filtered, then the port is likely blocked by a
firewall and the upgrade MUST not be accepted until the
customer confirms their network allows DNS traffic on
port 53.
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Procedure 30. Advanced Health Check

2. | Verify if UDP/TCP port 53 is
[ ] | open between NOAM and each
SOAM site

1.

From the command prompt of the server with the alarm,
execute:

sudo nmap -sTU -p 53 <SOAM hostname>

Verify the customer firewall is configured to allow DNS traffic
on UDP/TCP port 53:

Example:

[admusr@Icepick-NO-A ~]$ sudo nmap -sTU -p 53
Icepick-S0-A

Starting Nmap 5.51 ( http://nmap.org ) at
2018-03-02 17:57 EST

Nmap scan report for Icepick-SO-A
(10.75.202.173)

Host is up (0.00025s latency).

rDNS record for 10.75.202.173: Icepick-SO-
A.platform.cgbu.us.oracle.com

PORT STATE SERVICE
53/tcp open domain
53/udp open domain
MAC Address: 02:05:39:E0:60:8A (Unknown)

Nmap done: 1 IP address (1 host up) scanned
in 5.60 seconds

If the port is in any state other than Open, then inform the
customer before accepting the upgrade.

Note: If the ports are Closed, it may be because no services

are running on the far end. Check with the customer to
make sure the firewall has been configured to allow DNS
traffic on port 53.

If the port is Filtered, then the port is likely blocked by a
firewall and the upgrade MUST not be accepted until the
customer confirms their network allows DNS traffic on
port 53.
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Procedure 30. Advanced Health Check

3. | Verify if UDP/TCP port 53 is 1.
[ ] | open between MP and each
name server of the file

letc/resolv.conf 2.

List the contents of the /etc/resolv.conf file.

sudo cat etc/resolv.conf

Verify the customer firewall is configured to allow DNS traffic
on UDP/TCP port 53 to the addressed from the file
/etc/resolv.conf:

[admusr@Icepick-DAMP-1 ~]$ sudo cat
/etc/resolv.conf (lookups)

domain platform.cgbu.us.oracle.com
nameserver 10.240.50.134

nameserver 10.240.50.133

search platform.cgbu.us.oracle.com 500lab.com
labs.tekelec.com labs.nc.tekelec.com

[admusr@Icepick-DAMP-1 ~1$

[admusr@Icepick-DAMP-1 ~]$ sudo nmap -sTU -p
53 10.240.50.134 10.240.50.133

Starting Nmap 5.51 ( http://nmap.org ) at
2018-03-02 17:46 EST

Nmap scan report for Icepick-SO-B-
imi.platform.cgbu.us.oracle.com
(10.240.50.134)

Host is up (0.00022s latency).

PORT STATE SERVICE

53/tcp open domain

53/udp open domain

MAC Address: 02:17:B4:4F:DA:B6 (Unknown)
Nmap scan report for Icepick-SO-A-
imi.platform.cgbu.us.oracle.com
(10.240.50.133)

Host is up (0.00025s latency).

PORT STATE SERVICE

53/tcp open domain

53/udp open domain

MAC Address: 02:EE:13:E2:2C:EF (Unknown)

Nmap done: 2 IP addresses
scanned in 5.66 seconds

(2 hosts up)

If the port is in any state other than Open, then inform the
customer before accepting the upgrade.

Note:

If the ports are Closed, it may be because no services
are running on the far end. Check with the customer to
make sure the firewall has been configured to allow DNS
traffic on port 53.

If the port is Filtered, then the port is likely blocked by a
firewall and the upgrade MUST not be accepted until the
customer confirms their network allows DNS traffic on
port 53.
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Appendix O  Workaround to Resolve Server HA Failover Issue
Procedure 31 resolves the HA failover issue by restarting the cmha process on the server.

Note: All Ul displays are sample representations of upgrade screens. The actual display may vary
slightly.

Procedure 31. Workaround to Resolve Server HA Failover Issue

1. | Server CLI: Log | Usethe SSH command (on UNIX systems — or putty if running on Windows) to
[]] into the server log into the NOAM server which is experiencing the HA failover issue :

ssh admusr@<server address>
password: <enter password>
Answer yes if you are asked to confirm the identity of the server.

2. | Server CLI: Execute this command:
[l R?50N3}4A sudo pm.kill cmha
failover issue(s)
3. | Repeat, if Repeat procedure on each affected server, if required.
[]| needed Return to procedure/step in upgrade process which pointed to refer this
procedure.

Appendix P Workaround for SNMP Configuration

Procedure 32 configures or updates the SNMP with SNMPv2c and SNMPv3 as the enabled versions for
SNMP traps configuration, as PMAC does not support SNMPv3.

Perform this workaround step in the following cases:
e If SNMP is not configured.

e If SNMP is already configured and SNMPv3 (V30nly) is selected as enabled version.

Procedure 32. Workaround for SNMP Configuration

1. | NOAMP VIP 1. Log into the NOAM GUI using the VIP.
[1| GUI: Login . i . .
2. Navigate to Administration > Remote Servers > SNMP Trapping.

3. Select the Server Group tab for SNMP trap configuration:

Main Menu: Administration -> Remote Servers

ZombieDRMNOAM | ZombieNOAM Zombie30AM

Name
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Procedure 32. Workaround for SNMP Configuration

2. | NOAM VIP GUI: 1. Type the IP address or hostname of the Network Management Station

[ ]| Configure/Update (NMS) where you want to forward traps. This IP should be reachable from
system-wide the NOAMP’s XMI network. If already configured SNMP with SNMPv3 as
SNMP trap enabled version, another server needs to be configured here.
receiver(s)

2. Continue to fill in additional secondary, tertiary, etc., Manager IPs in the
corresponding slots if desired.

SNMP Trap Configuration Insert for ZombieNOAM

@ Global

Configuration Mode * i
Fer-site

Manager 1

Manager 2

3. Set the Enabled Versions as SNMPv2c and SNMPv3.
Enabled Versions SNMPv2c and SNMPV3 E|

Note: In case, enabled versions of already configured SNMP is V3Only, then
update the enabled versions as above.

4. Mark the Traps Enabled checkboxes for the Manager servers being

configured.
Manager 1
Manager 2
Traps Enabled Manager 3
Manager 4
Manager 5

5. Type the SNMP Community Name.

SHMPv2c Read-Only Community Name

SHMPv2c Read-Write Community Name

6. Leave all other fields at their default values.
7. Click OK.

PMAC GUI: 1. If needed, open a web browser and enter:
Login

J®

http://<pmac_management ip>
2. Login as the pmacadmin user.
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Procedure 32. Workaround for SNMP Configuration

4. | PMAC GULI: 1. Navigate to Administration > Credentials > SNMP Community String
[ ]| Update the Update.
TVOE host

SNMP 2. Mark the Use Site Specific Read/Write Community String checkbox.

community string
Select Read Only or Read\Write Community String:
Read Only @ Read\\rite

Check this box if updating servers using the Site Specific SNMP Community String:
V| Use Site Specific Read\Write Community String

Community String:

Mote: The Community String value can be 1to 31 uppercase, lowercase, or numeric characters.

Update Servers

3. Click Update Servers.

¥ou are aboutto update the Read/Write SNMP Credentials on all known supporting TVOE senvers and the PM&G guest on the control network of this PU&C. Ghanging of SNMP Community Stings is only
SUpPOMed ACross Product release versions that support this functionality and attempting to do so with product versions not sUpporting it may cause the system to become inaperale.

Are you sure you wantto continue?

Cancel

4. Click OK.

5. Return to the procedure step that directed the execution of this procedure.
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Appendix Q  Workaround to Resolve Syscheck Error for CPU Failure

This procedure resolves the syscheck errors for CPU failure.

Procedure 33. Workaround to Resolve Syscheck Error for CPU Failure

1. | Log into server using
[ ]| CLI on which
syscheck is failing

Use the SSH command (on UNIX systems — or putty if running on windows) to
log into the server identified.

ssh admusr@<SERVER XMI>
password: <enter password>

Answer yes if you are asked to confirm the identity of the server.

Server CLI: Execute
workaround

Oam

1. Edit the cpu config file.

$ sudo vim
/usr/TKLC/plat/1lib/Syscheck/modules/system/cpu/config

2. Comment out the text that reads: "EXPECTED_CPUS=" by putting # in the
beginning of the line. For example:

# EXPECTED CPUS=2

Save the cpu config file.
Reconfig the syscheck.

Run the below commands:

sudo syscheck --unconfig
sudo syscheck --reconfig
sudo syscheck

CPU related errors do not display.
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Appendix R Workaround to Fix cmsoapa Restart

When the upgrade path is from 7.x, 8.0 to 8.1, the cmsoapa process continuously restarts on the lower-
level node after the higher-level node has been upgraded, that is, on SOAM after NOAM was upgraded
and on DP server after SOAM has been upgraded.

Procedure 34. Workaround to Fix the cmsoapa Restart

1. | NOAMP VIP GUI: If not already done, establish a GUI session on the NOAM server the VIP IP
[ ]| Login address of the NOAM server.
Open the web browser and enter a URL of:
http://<Primary NOAM VIP IP Address>
Log into the NOAM GUI as the guiadmin user:
ORACLE
Oracle System Login
Tue Jun 7 13:49:06 2016 EDT
LogIn
Enter your username and password to log in
Username: |
Password:
Change password
Log In
Unauthorized access is prohibited. This Oracle system requires the use of Microsoft Internet Explorer 9.0,
10.0, or 11.0 with support for JavaScript and cookies.
2. | NOAM VIP GUI: 1. Navigate to current alarm details and identify the server on which 31201 -
[ ]| Identify the servers Process Not Running alarm is getting raised for Instance as cmsoapa.
with the 31201 alarm . . .
for the cmsoapa Navigate to Alarms & Events > View Active.
process not running 3. Look for 31201 alarm instances and make a list of servers with the
cmsoapa alarm instance.
3. | Login into Server Use the SSH command (on UNIX systems — or putty if running on windows) to
[ ]| using CLI on which log into the server identified.
cmsoapa is restarting ssh admusr@<SERVER XMI>
password: <enter password>
Answer yes if you are asked to confirm the identity of the server
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Procedure 34. Workaround to Fix the cmsoapa Restart

4. | Server CLI: Execute | 1. Execute workaround:
L] | workaround $ sudo prod.dbdown
2. After few minutes, when processes are down. Execute prod.start.
$ sudo prod.start
3. Repeat the steps on all seryer(s) where the alarm is, that is, where the
cmsoapa process is restarting.
Appendix S Workaround to Fix DNS Issue

After completing upgrade of SDS primary query server, if DNS resolution fails, perform the following
steps:

Procedure 35. Workaround to Fix DNS Issue

1. | Verify the QS server | 1. Login to QS Server with the admusr account.
[ ]| transitions to a “A” )
State 2. Execute the command:
[admusr@SG2-SDS-QS ~]$ sudo prod.state
...prod.state (RUNID=00) ...
...getting current state...
Current state: A (product under procmgr)
1. If current state is A, stop and continue completing the upgrade.
2. If not, then continue to the next step.
2. | Verify the Execute:
[ pe”m5$0n50fme [admusr@SG2-SDS-Q0S ~]$ 11 /etc/resolv.conf
{EEZESNV£Onfme -rw-r—--r-- 1 root root 73 Feb 21 19:47
1S /etc/resolv.conf
3. | Verify the Check the file content;
[] /em”?SNVConfme [admusr@SG2-SDS-QS ~1$ sudo cat /etc/resolv.conf
contains the <Primary Server A>
upgraded standby _ Y
server <Primary Server B>
<Secondary Server B>
If not, checkout and edit the file as shown using the steps below
4. | Using the rcstool Checkout the conf file:
[ ]| checkout the . [admusr@SG2-SDS-QS ~1]1$ sudo rcstool co
letc/resolv.conf file /etc/resolv.cont
RCS_ VERSION=x.x
5. | Edit the Edit the conf file:
[] | /etc/resolv.conf file [admusr@SG2-SDS-QS ~]$ sudo vi /etc/resolv.conf
6. | Double Check that Recheck the conf file:
[ ] the /etciresolv.conf [admusr@SG2-SDS-QS ~]$ sudo cat /etc/resolv.conf

file updates are as
desired from edit
above

<Primary Server A>
<Primary Server B>

<Secondary Server B>
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Procedure 35. Workaround to Fix DNS Issue

7. | Using the rcstool Checkin the conf file:

[ ]| check in the _ [admusr@SG2-SDS-Q0S ~]1$ sudo rcstool ci
/etc/resolv.conf file /etc/resolv.cont

8. | Clear DNS cache Clear DNS cache:

[ ]| using the nscd [admusr@SG2-SDS-0S ~]$ sudo nscd -i hosts
command

Verify the QS server | Check the QS server state:
transitions to a “"A” [admusr@SG2-SDS-QS ~]$ sudo prod.state
State ...prod.state (RUNID=00)...

...getting current state...

R

Current state: A (product under procmgr)

Appendix T My Oracle Support (MOS)
My Oracle Support

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs.
A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown on the Support telephone menu:

1. Select 2 for New Service Request.

2. Select 3 for Hardware, Networking and Solaris Operating System Support.

3. Select one of the following options:
For technical issues such as creating a new Service Request (SR), select 1.
For non-technical issues such as registration or assistance with MOS, select 2.

You are connected to a live agent who can assist you with MOS registration and opening a support ticket.
MOS is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the CAS main number at
1-800-223-1711 (toll-free in the US), or by calling the Oracle Support hotline for your local country from
the list at http://www.oracle.com/us/support/contact/index.html. The emergency response provides
immediate coverage, automatic escalation, and other features to ensure that the critical situation is
resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

e Atotal system failure that results in loss of all transaction processing capability

e Significant reduction in system capacity or traffic handling capability

e Loss of the system’s ability to perform automatic system reconfiguration

e Inability to restart a processor or the system

e Corruption of system databases that requires service affecting corrective actions

e Loss of access for maintenance or recovery operations
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Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities may be
defined as critical by prior discussion and agreement with Oracle.

Locate Product Documentation on the Oracle Help Center

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing
these files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1.
2.
3.

Access the Oracle Help Center site at http://docs.oracle.com.
Click Industries.

Under the Oracle Communications subheading, click the Oracle Communications
documentation link. The Communications Documentation page appears. Most products covered by
these documentation sets display under the headings Network Session Delivery and Control
Infrastructure or Platforms.

Click on your Product and then the Release Number. A list of the entire documentation set for the
selected product and release displays. To download a file to your location, right-click the PDF link,
select save target as (or similar command based on your browser), and save to a local folder.
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